## UNIT -I <br> (FUNCTIONS COMPLEX VARIABLES)

- Defn: A number of the form $x+i y$, where $x$ and $y$ are real numbers and $i=\sqrt{(-1)}$ is called a complex number.x is jcalled the real part of $x+i y$ and $y$ is called the imaginary part written $\mathrm{R}(\mathrm{x}+\mathrm{iy})$, $\mathrm{I}(\mathrm{x}+\mathrm{iy})$ respectively.
- Properties:

1) If $x+i y=u+i v$ then $x-i y=u-i v$
2) Two complex numbers $x+i y$ and $u+i v$ are said to be equal where $R(x+i y)=R(u+i v)$ is $x=u$, $I(x+i y)=I(u+i v)$ i.e $y=v$
3) Sum, difference, product and quotient of any complex numbers is itself a csomplex number.
4) Every complex number $\mathrm{x}+\mathrm{iy}$ can always be expressed in the form $r(\cos \theta+i \sin \theta)$

- Defn: The number $r=+\sqrt{x^{2}+y^{2}}$ is called the modulus of $\mathrm{x}+\mathrm{iy}$ and is written as $\bmod (\mathrm{x}+\mathrm{iy})$ or ( $x+i y$ ) the angle $\theta$ is called the amplitude of argument of $x+i y$ and is written as amp( $x+i y$ ) or $\arg (x+i y)$.
Evidently, the amplitude $\theta$ has an infinite number of values. The value of $\theta$ which lie between $-\Pi$ and $\Pi$ is called the principal value of the Amplitude.
- If the conjugate of $Z=x+i y$ be $\bar{Z}$ then $R(Z)=\frac{1}{2}(Z+\bar{Z})$ and $I(Z)=\frac{1}{2 i}(Z-\bar{Z})$
$|Z|=\sqrt{R^{2}(Z)+I^{2}(Z)}=|\bar{Z}|$
$|z|^{2}=z \bar{Z}$
$\overline{Z_{1}+Z_{2}}=\bar{Z}_{1}+\bar{Z}_{2}$
$\overline{Z_{1} \cdot Z_{2}}=\bar{Z}_{1} \cdot \bar{Z}_{2}$
$\overline{\left(\frac{Z_{1}}{Z_{2}}\right)}=\frac{\bar{Z}_{1}}{\bar{Z}_{2}}$ where $\bar{Z}_{2} \neq 0$
- The point whose Cartesian coordinates are ( $\mathrm{x}, \mathrm{y}$ ) uniquely represents the complex number $\mathrm{z}=$ $x+i y$ on the complex plane $Z$. The diagram in which the representation is carried out is called the argand's diagram.
- If $Z_{1}, Z_{2}$ are two complex numbers then

1. $\left|Z_{1}+Z_{2}\right| \leq\left|Z_{1}\right|+\left|Z_{2}\right|$
2. $\left|Z_{1}-Z_{2}\right| \geq\left|Z_{1}\right|+\left|Z_{2}\right|$

In general $\left|Z_{1}+Z_{2}+\ldots . .+Z_{n}\right| \leq\left|Z_{1}\right|+\left|Z_{2}\right|+\ldots . .+\left|Z_{n}\right|$
3. $\quad \operatorname{amp}\left(Z_{1} Z_{2}\right)=a m p\left(Z_{1}\right)+\operatorname{amp}\left(Z_{2}\right)$
4. $\left|Z_{1} / Z_{2}\right|=\left|Z_{1}\right| /\left|Z_{2}\right|$
5. $\operatorname{amp}\left(Z_{1} / Z_{2}\right)=\operatorname{amp}\left(Z_{1}\right)-\operatorname{amp}\left(Z_{2}\right)$

- Demoivre's theorem: If n bel) an integer positive or negative then $(\operatorname{Cos} \theta+i \sin \theta)^{n}=\cos n \theta+i \operatorname{sinn} \theta$
- If $x$ and $y$ are real variables then $z=x+i y$ is called complex variable. If corresponding to each value of the complex variable $z(=x+i y)$ in a region $R$ there corresponds one or more values of another complex variable $w(=u+i v)$ then $w$ is called a function of complex variable $z$ and is denoted by $w=f(z)=u+i v$ where $u, v$ are real and imaginary parts of $w$ and the function of real variables
$w=f(z)=u(x, y)+i v(x, y)$
- If to each value of $z$ there corresponds one and only one value of $w$ then $w$ is called a single valued function of $z$.
- If to each value of $z$ there corresponds more than one value of $w$ then $w$ is called multi valued function of $z$
- To represent $\mathrm{w}=\mathrm{f}(\mathrm{z})$ graphically, we take two argand diagrams one to represent the point z and the other to represent the point w
- The distance between the point $z$ and ' $a$ ' is denoted by $|z-a|$
- A circle of radius ' $d$ ' with center at ' $a$ ' is denoted by $|z-a|=d$.
- The inequality $|z-a|<d$ denoted by every point inside the circle $\mathrm{C}:|\mathrm{z}-\mathrm{a}|<\mathrm{d}$ i.e., it represents the interior of the circle excluding its circumference. The interior of the circle including its circumference is denoted by $|z-\mathrm{a}| \leq \mathrm{d}$.
- The Neighborhood of a point ' $a$ ' is represented by the inequality $|z-a|<d$.
- $|z-a|>d$ represents the exterior of the circle with center at ' $a$ ' and radius ' $d$ '.
- The region between two concentric circles of radii $d_{1}$ and $d_{2}\left(d_{1}>d_{2}\right)$ can be represented by $d_{1}<|z-a|$ $<d_{2}$
- The equation $|z|=1$ represents a unit circle about origin.
- If there exists a circle with center at origin enclosing all points of a region $R$ then $R$ is said to be bounded.
- If a region is defined to include all the points on its various boundary curves, it is said to be closed.
- If $R$ contains none of its boundary points, it is said to be open.
- A set of points in the complex plane $S$ is called open if every point of $S$ has a ngd. All the points of which belong to S .
- A set of points in the complex plane $S$ is called closed if the points which do not belong to $S$ form an open set S.
Limit of $f(z)$ : A function $w=f(z)$ tends to the limit ' $\ell$ ' as $z$ approaches a point $z_{0}$ along any path, if to ' each positive arbitrary number $\varepsilon$, however small there corresponds a positive number $\delta$, such that $|f(z)-\ell|$ $<\varepsilon$ whenever $0<\left|z-z_{0}\right|<\delta$
i.e., $\ell-\varepsilon<f(z)<\ell+\varepsilon$ whenever $z_{0}-\delta<z<z_{0}+\delta, z \neq z_{0}$

We write $\lim _{z \rightarrow z_{0}}=\ell$

- In real variables $\mathrm{x} \rightarrow \mathrm{x}_{0}$ implies x approaches $\mathrm{x}_{0}$ along the line either from left or right.
- In complex variables $z \rightarrow z_{0}$ implies $z$ approaches $z_{0}$ along the path (straight or curved) since a complex plane can be joined by infinite number of curves.
Continuity of $f(z)$ : A single valued function $f(z)$ is said to be continuous at a point $z=z_{0}$ if $\lim _{z \rightarrow z_{0}}=f\left(z_{0}\right)$
- A function $f(z)$ is said to be continuous in a region $R$ in the $Z$-plane if it is continuous at every point of the region.
- If $w=f(z)=U(x, y)+i v(x, y)$ is continuous at $z=z_{0}$ then $u(x, y)$ and $v(x, y)$ are also continuous at $z=z_{0}$ i.e., at $x=$ $x_{0}$ and $y=y_{0}$.
Conversely, if $u(x, y)$ and $v(x, y)$ are continuous at ( $x_{0}, y_{0}$ ) then $f(z)$ will be continuous at $z=z_{0}$
- Sum, difference and product of two continuous functions is continuous. Quotient function of two continuous if exists then it is also continuous. If $f(z)$ is continuous $|f(z)|$ is also continuous.


## Differentiablity:

A single valued function $f(z)$ is differentiable at the point $z=z_{0}$ is denoted by $f^{\prime}(z)$ or $\frac{d w}{d z}$ and is defined by the equation $\mathrm{f}^{1}\left(\mathrm{z}_{\mathrm{o}}\right)=\lim _{\delta z \rightarrow 0} \frac{f(z+\delta z)-f(z)}{\delta z} \quad$ provided the limit exists.

Analytic function: A single valued function $f(z)$ is said to be analytic at a point $z_{0}$ if it has a unique derivative at $z_{0}$ and at every point in the neighborhood of $z_{0}$

## Cauchy-Riemann Equations:

Cartesian form: The necessary and sufficient condition for for function $\mathrm{w}=\mathrm{f}(\mathrm{z})$ to be analytic in a Region R are $\quad$ a) The four first order derivatives $\frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}, \frac{\partial v}{\partial x}, \frac{\partial v}{\partial y}$ exists and are continuous in R. b) $\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y}$ and $\frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x}$

- The conditions given in b) are called cauchy-Riemann equation or C.R. Equations.

Polar form: Let ( $r, \theta$ ) be the polar co-ordinates of the point whose Cartesian co-ordinates are ( $\mathrm{x}, \mathrm{y}$ ) with $\mathrm{x}=\mathrm{r}$ $\cos \theta \mathrm{y}=\mathrm{r} \sin \theta$. The C.R. Equations are $\frac{\partial u}{\partial r}=\frac{1}{r} \frac{\partial v}{\partial \theta}$ and $\frac{\partial u}{\partial \theta}=-r \frac{\partial v}{\partial r}$

Harmonic Function: Any function $\phi(x, y)$ which possess continuous partial derivatives of the first and second orders and satisfy Laplace equations $\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=0 \quad$ is called Harmonic function.

Conjugate Harmonic function: If a function $u(x, y)$ is Harmonic in the domain and if we find another Harmonic function $v(x, y)$ such that they satisfy the cauchy- Riemann equations and Laplace equations then we say $v(x, y)$ is harmonic conjugate of $u(x, y)$.

## Properties of Analytic Functions:

- An analytic function with constant real part is constant.
- An analytic function with constant imaginary part is constant.
- An analytic function with constant modulus is constant.
- The real and imaginary parts of an analytic functions are harmonic
- Every analytic function $f(z)=u+i v$ defines two families of curves $u(x, y)=c_{1}$ and $v(x, y)=c_{2}$ forms an orthogonal system.
- An analytic function can be easily constructed by using Milne -Thomson method.


## Elementary functions:

| $\operatorname{Sin} \theta=\left(e^{i \theta}-e^{-i \theta}\right) / 2$ | $\cos \theta=\left(e^{i \theta}+e^{-i \theta}\right) / 2$ |
| :--- | :--- |
| $\operatorname{Sin} i x=i \sinh x$ | $\operatorname{cosix}=\cosh x$ |
| Sinh $i x=i \sin x$ | coshix $=\cos x$ |
| Tanix $=i \tanh x$ | Tanhix $=i \tan x$ |

Complex potential function: The analytic function $w=\phi(x, y)+i \psi(x, y)$ is called complex potential function. Its real part $\phi(x, y)$ represents the velocity potential function and its imaginary part $\psi(x, y)$ represents the stream function.

Both $\phi, \psi$ satisfy Laplace equation. Given any one of them we find the other.

## Essay Questions:

1. Separate the real and imaginary parts of a) $\tan (x+i y) \quad$ b) $\sec (x+i y)$
2. Find the general values of $\log (1+i)$
3. Find all the roots of $\operatorname{sinz}=2$
4. Find the values of $i^{i}$ and $\log \left(\mathrm{i}^{\mathrm{i}}\right)$
5. State and prove the necessary and sufficient condition for analyticity.
6. Show that both real and imaginary parts of an analytic function are harmonic
7. Prove that every analytic function $f(z)=u+i v$ defines two families of curves $u(x, y)=c_{1}$ and $v(x, y)=c_{2}$ forming an orthogonal system.
8. Define Cauchy-Reimann equations in polar form.
9. Prove that the function $f(z)$ defined by $f(z)=\frac{x^{3}(i+1)-y^{3}(1-i)}{x^{2}+y^{2}} \quad(z \neq 0), f(0)=0$ is continuous and the cauchy-Riemann equations are satisfied at origin.
10. Show that $u=\sin x$ cushy $+2 \cos x \sinh y+x^{2}-y^{2}+4 x y$ satisfy laplace equations. Find the corresponding analytical function.
11. Find the analytic function whose real part is $u=e^{x}\left[\left(x^{2}-y^{2}\right) \cos y-2 x y \sin y\right]$
12. If $\mathbf{w}=\phi+\mathrm{i} \psi$ represents the complex potential transform electric field and

$$
\psi=x^{2}-y^{2}+\frac{x}{x^{2}+y^{2}} \text {. Determine the function } \phi
$$

13. If $w=\log z$. Find $d w / d z$ and determine where $w$ is not analytic.
14. 

$$
\text { Find the conjugate harmonic function of the harmonic function } u=x^{2}-y^{2}
$$

If $f(z)=u+i v$ is analytic the prove that $\quad$ a) $\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)|f(z)|^{2}=4\left|f^{\prime}(z)\right|^{2}$ and
b) $\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) U^{p}=p(p-1) U^{p-2}\left|f^{\prime}(z)\right|^{2}$
16. If $f(z)=u+i v$ is an analytic function of $z$ and if $u-v=e^{x}$ (cosy-siny) find $f(z)$ in terms of $z$.
17. S.T the function $f(z)=|z|^{2}$ is differentiable only at the origin
18. S.T the following functions are harmonic and also find the conjugate harmonic function
i) $\mathrm{u}=\frac{1}{2} \log \left(x^{2}+y^{2}\right)$ ii) $\mathrm{u}=4 \mathrm{xy}-3 \mathrm{x}+2$ iii) $\mathrm{u}=\mathrm{e}^{2 \mathrm{x}}(\mathrm{x} \cos 2 \mathrm{y}-\mathrm{y} \sin 2 \mathrm{y})$
19. .Find the analytic function whose imaginary part is $e^{-x}(x \cos y+y s i n y)$
20. If $f(z)$ is analytic function with constant modulus s.t $f(z)$ is constant
21. If the potential function is $\log \left(x^{2}+y^{2}\right)$ find the flux function and the complex potential function
22. S.T $u=\mathrm{e}^{-2 \mathrm{zy}} \sin \left(x^{2}-y^{2}\right)$ is harmonic find the conjugate function $v$ and express $\mathrm{u}+\mathrm{iv}$ as an analytic
function of $z$
23. Determine whether the function sinxsiny-icosxcosy is analytic function of complex variable $z=x+i y$.
24. S.T $\mathrm{f}(\mathrm{z})=\frac{x y^{2}(x+i y)}{x^{2}+y^{4}} \quad \mathrm{z} \neq 0 \& \mathrm{f}(0)=0$ is analytic at $\mathrm{z}=0$
25. S.T $f(z)=x y+i y$ is continuous every where but it is not analytic any where
26. Find the analytic function $\mathrm{w}=\mathrm{u}+\mathrm{iv}$ if $\mathrm{u}+\mathrm{v}=\frac{\sin 2 x}{\cosh 2 y-\cos 2 x}$
27. If $\mathrm{f}(\mathrm{z})=\mathrm{u}+\mathrm{iv}$ is analytic function and $\mathrm{u}-\mathrm{v}=\frac{\cos x+\sin x-e^{-y}}{2 \cos x-e^{y}-e^{-y}}$ find $\mathrm{f}(\mathrm{z})$ subject to the condition $f(\pi \backslash 2)$.

## UNIT-II (COMPLEX INTEGRATION)

Complex Line integral: Let $f(z)$ be a function which is continous at all points on the curve $C$ whose end points are A,B

Dividing the curve $C$ into $n$ parts by the points $z_{0}(=A), z_{1}, z_{2}, \ldots . . z_{n}(=B)$. Let $f(z)$ be defined at all these points.Let $\mathrm{z}_{\mathrm{r}}$ be a point on the arc joining $\mathrm{z}_{\mathrm{r}-1}$ to $\mathrm{z}_{\mathrm{r}}$. Let $\mathrm{z}_{\mathrm{r}}-\mathrm{z}_{\mathrm{r}-1}=\delta \mathrm{z}_{\mathrm{r}}$. Define the sum $\mathrm{S}_{\mathrm{n}}=\sum_{r=1}^{n} f\left(\xi_{r}\right) \delta z_{r}$ the limit of the sum $S_{n}$ as $n$ tents to infinity and $\delta z_{r}$ tends to zero if exists is denoted by $\int_{a}^{b} f(z) d z$ or $\int_{C} f(z) d z$. This is called the line integral of $f(z)$ along the curve $C$.

Closed Curve: If the points $z_{0}$ and $z_{n}$ coincide then curve $C$ is closed curve.

- The integral of closed curve is called the contour integral and is denoted by $\oint_{C} f(z) d z$

Relation between real and complex line integrals: If $Z=x+i y$ so that $d z=d x+i d y$ and $f(z)=u(x, y)+i v(x, y)$ then the complex line integral $\int_{C} f(z) d z$ can be expressed as sum or difference of two line integrals of real functions as under

$$
\int_{C} f(z) d z=\int_{C}(u d x-v d y)+\mathrm{i} \quad \int_{C} v d x+u d y=\int_{C}(u+i v)(d x+i d y)
$$

- If $\mathrm{f}(\mathrm{z})=1$ then we have $\int_{C}|d z|=\int_{C} d s=\ell$ where $\ell$ is the length of the path of integration.
- If C is a closed curve then $\int_{C} d z=0$
- If C is a circle of radius r and center $\mathrm{z}_{0}$ and if n is an integer then $\int_{C} \frac{d z}{\left(z-z_{0}\right)^{n+1}}=0, \quad n \neq 0$

$$
=2 \Pi i, n=0
$$

## Essay Questions:

1. Prove that $\int_{C} \frac{d z}{(z-a)}=2 \pi i$,
2. Prove that $\int_{C}(z-a)^{n} d z=0 \quad$ where n is any integer $\neq-1$ and C is a circle $|\mathrm{z}-\mathrm{a}|=\mathrm{r}$
3. Evaluate $\int_{0}^{1+i}\left(x-y+i x^{2}\right) d z$ along the line $\mathrm{z}=0$ to $\mathrm{z}=1+1$
4. Integrate $f(z)=x^{2}+i x y$ from $A(1,1)$ to $B(2,8)$ along the straight line $A B$
5. Evaluate $\int\left(2 y+x^{2}\right) d x+(3 x-y) d y$ along the parabola $\mathrm{x}=2 \mathrm{t}, \mathrm{y}=\mathrm{t}^{2}+3$ joining the points $(0,3)$ and $(2,4)$
6. Evaluate $\int\left(2 y+x^{2}\right) d x+(3 x-y) d y$ along the parabola $\mathrm{x}=2 \mathrm{t} \mathrm{y}=\mathrm{t}^{2}+3$ joining the points $(0,3)$ and $(2,4)$

Simply Connected Region: A region is said to be simply connected if any simple closed curve lying in $R$ can be shrunk to a point with out leaving $R$

Multiply connected region: A region that is not simply connected is called multiply connected region.
Cauchy's Integral Theorem: If $f(z)$ is analytic function and $f^{1}(z)$ is continuous at each point with in or on a closed curve C then $\int_{C} f(z) d z=0$

Extension of Cauchy's Integral theorem: If $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ are two simple closed curves and if $\mathrm{C}_{2}$ lies entirely within the closed region between $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ then $\int_{C_{1}} f(z) d z=\int_{C_{2}} f(z) d z$ both the integrals are taken in the same direction

If there are finite number of contours $C_{1}, C_{2} \ldots \ldots C_{n}$ with in $C$ and $f(z)$ is analytic in the region with in the region between $\mathrm{C}_{1}, \mathrm{C}_{2} \ldots \ldots . \mathrm{C}_{\mathrm{n}}$ then we have

$$
\int_{C} f(z) d z=\int_{C_{1}} f(z) d z+\int_{C_{2}} f(z) d z+\ldots . . . . .+\int_{C_{n}} f(z) d z \text { provided all the integrals are taken in }
$$

same direction.

Cauchy's Integral formula: If $f(z)$ is an analytic function inside and on a simple closed curve $C$ and $z_{0}$ is any point within C then $\mathrm{f}\left(\mathrm{z}_{0}\right)=\frac{1}{2 i \pi} \int \frac{f(z)}{\left(z-z_{0}\right)} d z$

Derivative of an Analytic function: $\mathrm{f}\left(\mathrm{z}_{0}\right)=\frac{n!}{2 i \pi} \int \frac{f(z)}{\left(z-z_{0}\right)^{n+1}} d z$

Cauchy's Inequality: If $|f(z)| \leq M$ along $C$ the circle $\left|z-z_{0}\right|=2$ then $\left|f^{n}\left(z_{0}\right)\right| \leq n!M / r^{n}$ where $n=0,1,2, \ldots$.
Liouville's theorem: If $f(z)$ is analytic in the whole $Z$ - plane and if $|f(z)|$ is bounded for allz then $f(z)$ must be constant

## Essay Questions

1. Evaluate $\quad \int_{C} \frac{2 z^{2}+z}{z^{2}-1} d z$ where a) C is a circle $|z-1|=1 \quad$ b) C is a circle $|z|=2$
2. If $f(a)=\int_{C} \frac{3 z^{2}+7 z+1}{z-a} d z$ where c is $|z|=2$. Find $f(3), f(1) f(1-I) f^{11}(1-1)$
3. Evaluate $\oint_{c} \frac{e^{2 z}}{(z-1)(z-2)} d z$ where c is the circle $|\mathrm{z}|=3$ using cauchy integral formula
4. State and prove Caucshy's integral theorem.
5. Establish Cauchy's integral formula.
6. Evaluate $\int_{1-i}^{2+i}(2 x+i y+1) d z$ along two paths $\mathrm{x}=\mathrm{t}+1, \mathrm{y}=2 \mathrm{t}^{2}-1$.
7. Evaluate $\int_{c}^{-} \bar{z} d z$ where C is
(i) the line segment joining the points $(1,1)$ and $(2,4)$
(ii) the curve $x=t, y=t^{2}$ joining the points $(1,1)$ and $(2,4)$.
8. Evaluate $\int_{c} \frac{z+4}{z^{2}+2 z+5} d z$ is C is (i) the circle $|z+1-i|=2$ (ii) the circle $|z|=1$
(iii)the circle $|z+1+i|=2$.
9. Evaluate $\int_{c} \frac{z-1}{(z+1)^{2}(z-2)} d z$ where C is $|\mathrm{z}-\mathrm{i}|=2$.
10. Evaluate $\int_{0}^{1+i}\left(x-y+i x^{2}\right) d z$ along the line $\mathrm{z}=0$ to $\mathrm{z}=1+\mathrm{l}$
11. Evaluate $\int_{0}^{2+i} \bar{z}^{2} d z$ along the line $\mathrm{y}=\frac{x}{2}$.

## (COMPLEX POWER SERIES)

## Infinite series- Taylor's and Laurent's series.

Taylor's series : If a function $f(z)$ is Analytic inside a circle ' $c$ ' whose center is ' $a$ ' then for all $z$ inside $\mathrm{c} f(\mathrm{z})=$

$$
f(a)+(z-a) f^{\prime}(a)+\frac{(z-a)^{2}}{2!} f^{\prime \prime}(a)+----+\frac{(z-a)^{n}}{n!} f^{n}(a)+---
$$

1. Put $z=a+h$ (or) $h=z-a$

$$
\therefore \quad \mathrm{f}(\mathrm{a}+\mathrm{h})=f(a)+h f^{\prime}(a)+\frac{h^{2}}{2!} f^{\prime \prime}(a)+----+\frac{h^{n}}{n!} f^{n}(a)+---
$$

2. Put $\mathrm{a}=0 \mathrm{f}(\mathrm{z})=f(0)+z f^{\prime}(0)+\frac{z^{2}}{2!} f^{\prime \prime}(0)+----+\frac{z^{n}}{n!} f^{n}(0)+---$ is called Maclaurin's series.

## Laurent's series:

If $f(z)$ is analytic inside and on the boundary of the ring stated region $R$ bounded by two concentric circles $C_{1}$ and $c_{2}$ of radii $r_{1}$ and $r_{2}\left(r_{1}>r_{2}\right)$ respectively having center at ' $a$ ' then for all $z$ in $R$
$\mathrm{F}(\mathrm{z})=a_{0}+a_{1}(z-a)+a_{2}(z-a)^{2}+----+a_{-1}(z-a)^{-1}+a_{-2}(z-a)^{-2}+---$

Where $\mathrm{a}_{\mathrm{n}}=\frac{1}{2 \pi i} \oint_{c_{1}} \frac{f(w)}{(w-a)^{n+1}} d w \quad, \mathrm{n}=0,1,2,--\cdots---$
and $\mathrm{a}_{-1}=\frac{1}{2 \pi i} \oint_{c_{2}} \frac{f(w)}{(w-a)^{-n+1}} d w, \mathrm{n}=1,2,3,-\cdots--$

## Essay Questions:

1. Find the Laurents series expansion of $\frac{1}{(z+1)(z+3)}$ in powers of $(z+1)$ for the range $0<|z+1|<2$
2. Obtain the Taylor and Laurent's series which represents the function $\frac{z^{n}-1}{(z+2)(z+3)}$ in the region I) $|z|<2$ (ii) $2<|Z|<3$ (iii) $|z|>3$
3. Expand cosz in Taylor's series about $z=\frac{\pi}{2}$
4. Expand the following function in Laurents series.
(i) $\frac{z}{(z+1)(z+2)}$ about $z=-2$
(ii) $\frac{e^{z}}{(z-1)^{2}}$ about $z=1$.
5. Represent a function $f(z)=\frac{z}{(z-1)(z-3)}$ by a series of positive and negative powers of $(z-1)$ which converges to $f(z)$ when $0<|z-1|<2$.
6. Expand $\mathrm{f}(\mathrm{z})=\frac{1}{(z-1)(z-2)}$ in the region $1<|\mathrm{z}|<2$.
7. Expand $\mathrm{f}(\mathrm{z})=\frac{z+3}{z\left(z^{2}-z-2\right)}$ in the region(i) $|\mathrm{z}|=1$ (ii) $1<|z|<2$.

## Zeros and Singularities:

Zeros of an Analytic function: A zero of an Analytic function $f(z)$ is that value of $z$ for which $f(z)=0$
Singularities of an Analytic function: A singularity of a function is that point at which the function $f(z)$ ceases to be analytic.

Isolated Singularity : If $z=a$ is a singularity of $f(z)$ and if $f(z)$ is analytic at each point in its neighbourhood then $\mathrm{z}=\mathrm{a}$ is called an isolated singularity.

Removable singularity $\mathrm{f}(\mathrm{z})=\sum_{n=0}^{\infty} a_{n}(z-a)^{n}$ The singularity can be removed by defining the function $\mathrm{f}(\mathrm{z})$ at $\mathrm{z}=\mathrm{a}$ in such a way that it becomes analytic at $\mathrm{z}=\mathrm{a}$.

Poles: If all the negative powers of ( $z-a$ ) in $f(z)=a_{0}+a_{1}(z-a)+a_{2}(z-a)^{2}+----+a_{-1}(z-a)^{-1}+a_{-2}(z-a)^{-2}+---$
after the $\mathrm{n}^{\text {th }}$ we missing then the singularity at $\mathrm{z}=\mathrm{a}$ is called a pole of order n .
A pole of first order is called a Simple pole.
Essential Singularity: If the number of negative powers of $(z-a)$ in
$\mathrm{f}(\mathrm{z})=a_{0}+a_{1}(z-a)+a_{2}(z-a)^{2}+----+a_{-1}(z-a)^{-1}+a_{-2}(z-a)^{-2}+---$
is in finite then $\mathrm{z}=\mathrm{a}$ is called an essential singularity in this case $\lim _{z \rightarrow a} f(z)$ does not exist .
Residues: The coefficient of ( $z-a$ ) in the expansion of $f(z)$ around an isolated singularity is called the residue of $\mathrm{f}(z)$ at that point and is written as $\operatorname{Re} \boldsymbol{S} f(z)$

$$
z=a
$$

Evaluation of Residues:

1. If $\mathrm{f}(\mathrm{z})$ has a simple pole at $\mathrm{z}=\mathrm{a}$ then $\operatorname{Re}_{z=a} S(z)=\lim _{z \rightarrow a}(z-a) f(z)$
2. Suppose $\mathrm{f}(\mathrm{z})=\frac{\phi(z)}{\psi(z)}$ where $\psi(z)=(z-a) F(z)$ where $\mathrm{F}(\mathrm{a}) \neq 0$ then $\operatorname{Re}_{z=a} f(z)=\frac{\phi(a)}{\psi^{\prime}(a)}$
3. Let $z=a$ be a pole of $f(z)$ of order $m$ then

$$
\operatorname{Re}_{z=a} f(z)=\frac{1}{\angle(m-1)} \lim _{z \rightarrow a} \frac{d^{m-1}}{d z^{m-1}}\left[(z-a)^{m} f(z)\right]
$$

## Cauchy's Residue theorem:

If $\mathrm{f}(\mathrm{z})$ is analytic in a closed curve C except at a finite number of singular points within C then $\int_{C} f(z) d z=$ $2 i \Pi$ (Sum of the residues at the singular point within C )

## UNIT-III

## Evaluation of some of the definite integrals:

Many of the definite integrals can be evaluated by using cauchy's
residue theorem. It may be observed that a definite integral that can be evaluated by using Cauchy's residue theorem may also be evaluated by other methods namely:
I) Integration around the unit circle
II) Integration of the type $\int_{-\infty}^{\infty} f(x) d x$
III) Indenting contours having poles on real axis
IV) Using Jordan's Lemma

## Essay Questions:

7. Find the kind of singularities of $\frac{\cos \pi z}{(z-a)^{3}}$ at $\mathrm{z}=0$ and $\mathrm{z}=\infty$
8. Find the residue of the following functions at each of the poles:

$$
\begin{array}{ll}
\text { i) } \frac{4 z-3}{z(z-1)(z-2)} & \text { ii) } \frac{1-e^{2 z}}{z^{4}}
\end{array}
$$

9. The function $f(z)$ has a double pole at $z=0$ with residue 2 , a simple pole at $z=1$ with residue 2 , is analytic at all other finite points of the plane and is bounded as $|z|$ tends to infinity and if $f(2)=5$ and $f(-1)=2$ then find $f(z)$
10. Find the residue of $\frac{z^{2}}{z^{4}-1}$ at those singular points which lie in side the circle $|z|=2$
11. Evaluate $\int_{C} \frac{3 z-4}{z(z-1)(z-2)} d z$ where C is a circle $|\mathrm{z}|=3 / 2$
12. Find the residue of $\frac{z^{2}-2 z}{(z+1)^{2}\left(z^{2}+4\right)}$ at the respective poles
13. Show that $\int_{0}^{2 \pi} \frac{d \theta}{a+b \cos \theta}=\int_{0}^{2 \pi} \frac{d \theta}{a+b \sin \theta}=\frac{2 \pi}{\sqrt{a^{2}-b^{2}}}(\mathrm{a}>\mathrm{b}>0)$
14. Evaluate $\int_{0}^{2 \pi} \frac{\cos 2 \theta d \theta}{1-2 a \cos \theta+a^{2}}(0<a<1)$ by using contour integration
15. Evaluate $\int_{-\infty}^{\infty} \frac{d x}{\left(x^{2}+a^{2}\right)\left(x^{2}+b^{2}\right)}(\mathrm{a}>0, \mathrm{~b}>0)$
16. Using the complex variable technique evaluate $\int_{0}^{\infty} \frac{d x}{x^{6}+1}$
17. Evaluate by contour integrals on $\int_{0}^{\infty} \frac{\cos m x d x}{x^{2}+a^{2}} \quad a>0$
18. Evaluate $\int_{-\infty}^{\infty} \frac{\sin x d x}{\left(x^{2}+4 x+5\right)}$ by contour integration
19. State and prove Cauchy's Residue theorem
20. Use residue theorem evaluate $\int_{c} \frac{1}{z^{2}(z+2)} d z$ where C is the circle $|\mathrm{z}|=1$
21. Determine the poles of the function $f(z)=\frac{z^{2}}{(z-1)^{2}(z+2)}$ and residue at each pole.
22. Find the residues of $\frac{z e^{z}}{\left(z^{2}+a^{2}\right)}$ at its poles.
23. Evaluate $\int_{c} \frac{3 z-4}{z(z-1)(z-2)} d z$ where C is the circle $|z|=\frac{3}{2}$
24. a)Evaluate $\int_{c} z^{2} e^{1 / z} d z$ C: $|z|=1$ b)Evaluate $\int_{c} \frac{e^{z}}{z^{2}+1} d z$ over the circular path $|z|=2$.
25. Find the residue of the following at the respective poles.
(i) $\frac{z}{\left(z^{2}+1\right)}$ (ii) $\frac{z^{2}-2 z}{(z+1)^{2}\left(z^{2}+4\right)}$
26. Show that $\int_{0}^{2 \pi} \frac{\cos 2 \theta}{5+4 \cos \theta} d \theta=\frac{\pi}{6}$ by using residues.
27. Evaluate the following integrals by contour integration.
(i) $\int_{0}^{2 \pi} \frac{d \theta}{1-2 a \sin \theta+a^{2}} 0<a<1$
(ii) $\int_{0}^{2 \pi} \frac{a \sin ^{2} \theta}{a+b \cos \theta} d \theta$
(iii) $\int_{-\infty}^{\infty} \frac{x^{2} d x}{\left(x^{2}+1\right)\left(x^{2}+4\right)}$
(iv) $\int_{0}^{\infty} \frac{d x}{x^{4}+16}$
(v) $\int_{-\infty}^{\infty} \frac{x^{2} d x}{\left(x^{2}+1\right)^{3}}$
(vi) $\int_{0}^{\infty} \frac{\sin m x d x}{x\left(x^{2}+a^{2}\right)} \quad(\mathrm{a}>0)$

UNIT - IV
FOURIER SERIES AND TRANSFORMS

## DEFINITIONS :

A function $y=f(x)$ is said to be even, if $f(-x)=f(x)$. The graph of the even function is always symmetrical about the $y$-axis.

A function $y=f(x)$ is said to be odd, if $f(-x)=-f(x)$. The graph of the odd function is always symmetrical about the origin.

For example, the function $\mathrm{f}(\mathrm{x})=|x|$ in $[-1,1]$ is even as $\mathrm{f}(-\mathrm{x})=|-x|=|x|=\mathrm{f}(\mathrm{x})$ and the function $\mathrm{f}(\mathrm{x})=\mathrm{x}$ in $[-1,1]$ is odd as $f(-x)=-x=-f(x)$. The graphs of these functions are shown below :


Note that the graph of $f(x)=|x|$ is symmetrical about the $y$-axis and the graph of $f(x)=x$ is symmetrical about the origin.

1. If $f(x)$ is even and $g(x)$ is odd, then

- $h(x)=f(x) x g(x)$ is odd
- $h(x)=f(x) x f(x)$ is even
- $h(x)=g(x) x g(x)$ is even

For example,

1. $h(x)=x^{2} \cos x$ is even, since both $x^{2}$ and cos $x$ are even functions
2. $h(x)=x \sin x$ is even, since $x$ and $\sin x$ are odd functions
3. $h(x)=x^{2} \sin x$ is odd, since $x^{2}$ is even and $\sin x$ is odd.
4. If $f(x)$ is even, then

$$
\int_{-a}^{a} f(x) d x=2 \int_{0}^{a} f(x) d x
$$

3. If $f(x)$ is odd, then

$$
\int_{-a}^{a} f(x) d x=0
$$

For example,
$\int_{-a}^{a} \cos x d x=2 \int_{0}^{a} \cos x d x, \quad$ as cosx is even
and

$$
\int_{-a}^{a} \sin x d x=0, \text { as } \sin x \text { is odd }
$$

## PERIODIC FUNCTIONS :-

A periodic function has a basic shape which is repeated over and over again. The fundamental range is the time (or sometimes distance) over which the basic shape is defined. The length of the fundamental range is called the period.

A general periodic function $f(x)$ of period $T$ satisfies the condition

$$
f(x+T)=f(x)
$$

Here $f(x)$ is a real-valued function and $T$ is a positive real number.

As a consequence, it follows that

$$
f(x)=f(x+T)=f(x+2 T)=f(x+3 T)=\ldots . .=f(x+n T)
$$

Thus,

$$
f(x)=f(x+n T), n=1,2,3, \ldots . .
$$

The function $f(x)=\sin x$ is periodic of period $2 \pi$ since

$$
\operatorname{Sin}(x+2 n \pi)=\sin x, \quad n=1,2,3, \ldots \ldots .
$$

The graph of the function is shown below :


Note that the graph of the function between 0 and $2 \pi$ is the same as that between $2 \pi$ and $4 \pi$ and so on. It may be verified that a linear combination of periodic functions is also periodic.

## FOURIER SERIES

A Fourier series of a periodic function consists of a sum of sine and cosine terms. Sines and cosines are the most fundamental periodic functions.

The Fourier series is named after the French Mathematician and Physicist Jacques Fourier (1768-1830). Fourier series has its application in problems pertaining to Heat conduction, acoustics, etc. The subject matter may be divided into the following sub topics.


## FORMULA FOR FOURIER SERIES

Consider a real-valued function $f(x)$ which obeys the following conditions called Dirichlet's conditions :

1. $f(x)$ is defined in an interval ( $a, a+2 I)$, and $f(x+2 /)=f(x)$ so that $f(x)$ is a periodic function of period 21.
2. $f(x)$ is continuous or has only a finite number of discontinuities in the interval $(a, a+2 /)$.
3. $f(x)$ has no or only a finite number of maxima or minima in the interval ( $a, a+2 /$ ).

Also, let

$$
\begin{align*}
& a_{0}=\frac{1}{l} \int_{a}^{a+2 l} f(x) d x  \tag{1}\\
& a_{n}=\frac{1}{l} \int_{a}^{a+2 l} f(x) \cos \left(\frac{n \pi}{l}\right) x d x, \quad n=1,2,3, \ldots .  \tag{2}\\
& b_{n}=\frac{1}{l} \int_{a}^{a+2 l} f(x) \sin \left(\frac{n \pi}{l}\right) x d x, \quad n=1,2,3, \ldots \ldots \tag{3}
\end{align*}
$$

Then, the infinite series

$$
\begin{equation*}
\frac{a_{0}}{2}+\sum_{n=1}^{\infty} a_{n} \cos \left(\frac{n \pi}{l}\right) x+b_{n} \sin \left(\frac{n \pi}{l}\right) x \tag{4}
\end{equation*}
$$

is called the Fourier series of $f(x)$ in the interval $(a, a+2 /)$. Also, the real numbers $a_{0}, a_{1}, a_{2}, \ldots . a_{n}$, and $b_{1}$, $b_{2}, \ldots . b_{n}$ are called the Fourier coefficients of $f(x)$. The formulae (1), (2) and (3) are called Euler's formulae.

It can be proved that the sum of the series (4) is $f(x)$ if $f(x)$ is continuous at $x$. Thus we have

$$
\begin{equation*}
\mathrm{f}(\mathrm{x})=\frac{a_{0}}{2}+\sum_{n=1}^{\infty} a_{n} \cos \left(\frac{n \pi}{l}\right) x+b_{n} \sin \left(\frac{n \pi}{l}\right) x \ldots \ldots . \tag{5}
\end{equation*}
$$

Suppose $f(x)$ is discontinuous at $x$, then the sum of the series (4) would be

$$
\frac{1}{2}\left[f\left(x^{+}\right)+f\left(x^{-}\right)\right]
$$

where $f\left(x^{+}\right)$and $f\left(x^{-}\right)$are the values of $f(x)$ immediately to the right and to the left of $f(x)$ respectively.

## Particular Cases

## Case (i)

Suppose $a=0$. Then $f(x)$ is defined over the interval ( $0,2 /$ ). Formulae (1), (2), (3) reduce to

$$
\begin{align*}
& a_{0}=\frac{1}{l} \int_{0}^{2 l} f(x) d x \\
& a_{n}=\frac{1}{l} \int_{0}^{2 l} f(x) \cos \left(\frac{n \pi}{l}\right) x d x, \quad n=1,2, \ldots \ldots \infty  \tag{6}\\
& b_{n}=\frac{1}{l} \int_{0}^{2 l} f(x) \sin \left(\frac{n \pi}{l}\right) x d x
\end{align*}
$$

Then the right-hand side of (5) is the Fourier expansion of $f(x)$ over the interval ( $0,2 /$ ).

If we set $l=\pi$, then $f(x)$ is defined over the interval $(0,2 \pi)$. Formulae (6) reduce to

$$
\begin{align*}
& \mathrm{a}_{0}=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) d x \\
& a_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \cos n x d x, \quad \mathrm{n}=1,2, \ldots . \infty  \tag{7}\\
& b_{n}=\frac{1}{\pi} \int_{0}^{2 \pi} f(x) \sin n x d x \quad \mathrm{n}=1,2, \ldots . \infty
\end{align*}
$$

Also, in this case, (5) becomes

$$
\begin{equation*}
\mathrm{f}(\mathrm{x})=\frac{a_{0}}{2}+\sum_{n=1}^{\infty} a_{n} \cos n x+b_{n} \sin n x \tag{8}
\end{equation*}
$$

## Case (ii)

Suppose $a=-l$. Then $f(x)$ is defined over the interval ( $-I, I$ ). Formulae (1), (2) (3) reduce to

$$
\begin{align*}
& a_{0}=\frac{1}{l} \int_{-l}^{l} f(x) d x  \tag{9}\\
& a_{n}=\frac{1}{l} \int_{-l}^{l} f(x) \cos \left(\frac{n \pi}{l}\right) x d x
\end{align*}
$$

$$
b_{n}=\frac{1}{l} \int_{-l}^{l} f(x) \sin \left(\frac{n \pi}{l}\right) x d x, \quad \mathrm{n}=1,2, \ldots \ldots \infty
$$

Then the right-hand side of (5) is the Fourier expansion of $f(x)$ over the interval $(-I, I)$.

If we set $I=\pi$, then $f(x)$ is defined over the interval $(-\pi, \pi)$. Formulae (9) reduce to

$$
\begin{align*}
& \mathrm{a}_{0}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) d x \\
& a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos n x d x, \quad \mathrm{n}=1,2, \ldots . . \infty  \tag{10}\\
& b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin n x d x \quad \mathrm{n}=1,2, \ldots . . \infty
\end{align*}
$$

Putting $I=\pi$ in (5), we get

$$
\mathrm{f}(\mathrm{x})=\frac{a_{0}}{2}+\sum_{n=1}^{\infty} a_{n} \cos n x+b_{n} \sin n x
$$

## PARTIAL SUMS

The Fourier series gives the exact value of the function. It uses an infinite number of terms which is impossible to calculate. However, we can find the sum through the partial sum $S_{N}$ defined as follows:

$$
S_{N}(x)=a_{0}+\sum_{n=1}^{n=N}\left[a_{n} \cos \left(\frac{n \pi}{l}\right) x+b_{n} \sin \left(\frac{n \pi}{l}\right) x\right] \text { where } \mathrm{N} \text { takes positive }
$$

integral values.

In particular, the partial sums for $\mathrm{N}=1,2$ are

$$
\begin{gathered}
S_{1}(x)=a_{0}+a_{1} \cos \left(\frac{\pi x}{l}\right)+b_{1} \sin \left(\frac{\pi x}{l}\right) \\
S_{2}(x)=a_{0}+a_{1} \cos \left(\frac{\pi x}{l}\right)+b_{1} \sin \left(\frac{\pi x}{l}\right)+a_{2} \cos \left(\frac{2 \pi x}{l}\right)+b_{2} \sin \left(\frac{2 \pi x}{l}\right)
\end{gathered}
$$

If we draw the graphs of partial sums and compare these with the graph of the original function $f(x)$, it may be verified that $\mathrm{S}_{\mathrm{N}}(\mathrm{x})$ approximates $\mathrm{f}(\mathrm{x})$ for some large N .

## Some useful results :

1. The following rule called Bernoulli's generalized rule of integration by parts is useful in evaluating the Fourier coefficients.

$$
\int u v d x=u v_{1}-u^{\prime} v_{2}+u^{\prime \prime} v_{3}+\ldots \ldots .
$$

Here $u^{\prime}, u^{\prime \prime}, \ldots .$. are the successive derivatives of $u$ and

$$
v_{1}=\int v d x, v_{2}=\int v_{1} d x, \ldots \ldots
$$

We illustrate the rule, through the following examples :

$$
\begin{aligned}
& \int x^{2} \sin n x d x=x^{2}\left(\frac{-\cos n x}{n}\right)-2 x\left(\frac{-\sin n x}{n^{2}}\right)+2\left(\frac{\cos n x}{n^{3}}\right) \\
& \int x^{3} e^{2 x} d x=x^{3}\left(\frac{e^{2 x}}{2}\right)-3 x^{2}\left(\frac{e^{2 x}}{4}\right)+6 x\left(\frac{e^{2 x}}{8}\right)-6\left(\frac{e^{2 x}}{16}\right)
\end{aligned}
$$

2. The following integrals are also useful :

$$
\begin{aligned}
& \int e^{a x} \cos b x d x=\frac{e^{a x}}{a^{2}+b^{2}}[a \cos b x+b \sin b x] \\
& \int e^{a x} \sin b x d x=\frac{e^{a x}}{a^{2}+b^{2}}[a \sin b x-b \cos b x]
\end{aligned}
$$

3. If ' $n$ ' is integer, then
$\sin n \pi=0, \quad \cos n \pi=(-1)^{n}, \quad \sin 2 n \pi=0, \quad \cos 2 n \pi=1$

## Examples

1. Obtain the Fourier expansion of

$$
f(x)=\frac{1}{2}(\pi-x) \text { in }-\pi<x<\pi
$$

We have,

$$
\begin{aligned}
& a_{0}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) d x=\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{1}{2}(\pi-x) d x \\
& =\frac{1}{2 \pi}\left[\pi x-\frac{x^{2}}{2}\right]_{-\pi}^{\pi}=\pi \\
& a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos n x d x=\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{1}{2}(\pi-x) \cos n x d x
\end{aligned}
$$

Here we use integration by parts, so that

$$
\begin{aligned}
& a_{n}=\frac{1}{2 \pi}\left[(\pi-x) \frac{\sin n x}{n}-(-1)\left(\frac{-\cos n x}{n^{2}}\right)\right]_{-\pi}^{\pi} \\
& =\frac{1}{2 \pi}[0]=0
\end{aligned}
$$

$$
\begin{aligned}
& b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{1}{2}(\pi-x) \sin n x d x \\
& =\frac{1}{2 \pi}\left[(\pi-x) \frac{-\cos n x}{n}-(-1)\left(\frac{-\sin n x}{n^{2}}\right)\right]_{-\pi}^{\pi} \\
& =\frac{(-1)^{n}}{n}
\end{aligned}
$$

Using the values of $a_{0}, a_{n}$ and $b_{n}$ in the Fourier expansion

$$
f(x)=\frac{a_{0}}{2}+\sum_{n=1}^{\infty} a_{n} \cos n x+\sum_{n=1}^{\infty} b_{n} \sin n x
$$

we get,

$$
f(x)=\frac{\pi}{2}+\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n} \sin n x
$$

This is the required Fourier expansion of the given function.
2. Obtain the Fourier expansion of $f(x)=e^{-a x}$ in the interval $(-\pi, \pi)$. Deduce that

$$
\operatorname{cosech} \pi=\frac{2}{\pi} \sum_{n=2}^{\infty} \frac{(-1)^{n}}{n^{2}+1}
$$

Here,

$$
\begin{aligned}
& a_{0}=\frac{1}{\pi} \int_{-\pi}^{\pi} e^{-a x} d x=\frac{1}{\pi}\left[\frac{e^{-a x}}{-a}\right]_{-\pi}^{\pi} \\
& =\frac{e^{a \pi}-e^{-a \pi}}{a \pi}=\frac{2 \sinh a \pi}{a \pi} \\
& a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} e^{-a x} \cos n x d x \\
& a_{n}=\frac{1}{\pi}\left[\frac{e^{-a x}}{a^{2}+n^{2}}\{-a \cos n x+n \sin n x\}\right]_{-\pi}^{\pi} \\
& =\frac{2 a}{\pi}\left[\frac{(-1)^{n} \sinh a \pi}{a^{2}+n^{2}}\right] \\
& \mathrm{b}_{\mathrm{n}}=\frac{1}{\pi} \int_{-\pi}^{\pi} e^{-a x} \sin n x d x \\
& =\frac{1}{\pi}\left[\frac{e^{-a x}}{a^{2}+n^{2}}\{-a \sin n x-n \cos n x\}\right]_{-\pi}^{\pi} \\
& =\frac{2 n}{\pi}\left[\frac{(-1)^{n} \sinh a \pi}{a^{2}+n^{2}}\right]
\end{aligned}
$$

Thus,

$$
\mathrm{f}(\mathrm{x})=\frac{\sinh a \pi}{a \pi}+\frac{2 a \sinh a \pi}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n}}{a^{2}+n^{2}} \cos n x+\frac{2}{\pi} \sinh a \pi \sum_{n=1}^{\infty} \frac{n(-1)^{n}}{a^{2}+n^{2}} \sin n x
$$

For $\mathrm{x}=0, \mathrm{a}=1$, the series reduces to

$$
\mathrm{f}(0)=1=\frac{\sinh \pi}{\pi}+\frac{2 \sinh \pi}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n}}{n^{2}+1}
$$

or

$$
1=\frac{\sinh \pi}{\pi}+\frac{2 \sinh \pi}{\pi}\left[-\frac{1}{2}+\sum_{n=2}^{\infty} \frac{(-1)^{n}}{n^{2}+1}\right]
$$

or

$$
1=\frac{2 \sinh \pi}{\pi} \sum_{n=2}^{\infty} \frac{(-1)^{n}}{n^{2}+1}
$$

Thus,

$$
\pi \operatorname{cosech} \pi=2 \sum_{n=2}^{\infty} \frac{(-1)^{n}}{n^{2}+1}
$$

This is the desired deduction.
3. Obtain the Fourier expansion of $f(x)=x^{2}$ over the interval $(-\pi, \pi)$. Deduce that

$$
\frac{\pi^{2}}{6}=1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\ldots \ldots+\infty
$$

The function $f(x)$ is even. Hence

$$
\begin{aligned}
& \mathrm{a}_{0}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) d x=\frac{2}{\pi} \int_{0}^{\pi} f(x) d x \\
& =\frac{2}{\pi} \int_{0}^{\pi} x^{2} d x=\frac{2}{\pi}\left[\frac{x^{3}}{3}\right]_{0}^{\pi} \\
& a_{0}=\frac{2 \pi^{2}}{3}
\end{aligned}
$$

$$
\begin{aligned}
& a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos n x d x \\
& =\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos n x d x, \text { since } f(x) \cos n \mathrm{x} \text { is even }
\end{aligned}
$$

$$
=\frac{2}{\pi} \int_{0}^{\pi} x^{2} \cos n x d x
$$

Integrating by parts, we get

$$
\begin{aligned}
& a_{n}=\frac{2}{\pi}\left[x^{2}\left(\frac{\sin n x}{n}\right)-2 x\left(\frac{-\cos n x}{n^{2}}\right)+2\left(\frac{-\sin n x}{n^{3}}\right)\right]_{0}^{\pi} \\
& =\frac{4(-1)^{n}}{n^{2}}
\end{aligned}
$$

Also, $\quad b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin n x d x=0 \quad$ since $f(x) \operatorname{sinn} x$ is odd.
Thus
$f(x)=\frac{\pi^{2}}{3}+4 \sum_{n=1}^{\infty} \frac{(-1)^{n} \cos n x}{n^{2}}$
$\pi^{2}=\frac{\pi^{2}}{3}+4 \sum_{n=1}^{\infty} \frac{1}{n^{2}}$
$\sum_{1}^{\infty} \frac{1}{n^{2}}=\frac{\pi^{2}}{6}$

Hence, $\quad \frac{\pi^{2}}{6}=1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\ldots$.
4. Obtain the Fourier expansion of

$$
f(x)=\left\{\begin{array}{l}
x, 0 \leq x \leq \pi \\
2 \pi-x, \pi \leq x \leq 2 \pi
\end{array}\right.
$$

Deduce that

$$
\frac{\pi^{2}}{8}=1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots \ldots
$$

The graph of $f(x)$ is shown below.


Here OA represents the line $f(x)=x, A B$ represents the line $f(x)=(2 \pi-x)$ and $A C$ represents the line $x=\pi$. Note that the graph is symmetrical about the line AC, which in turn is parallel to $y$ axis. Hence the function $f(x)$ is an even function.

Here,

$$
\begin{aligned}
& \mathrm{a}_{0}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) d x=\frac{2}{\pi} \int_{0}^{\pi} f(x) d x \\
& =\frac{2}{\pi} \int_{0}^{\pi} x d x=\pi \\
& a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos n x d x=\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos n x d x
\end{aligned}
$$

since $f(x) \cos n x$ is even.

$$
=\frac{2}{\pi} \int_{0}^{\pi} x \cos n x d x
$$

$$
\begin{aligned}
& =\frac{2}{\pi}\left[x\left(\frac{\sin n x}{n}\right)-1\left(\frac{-\cos n x}{n^{2}}\right)\right]_{0}^{\pi} \\
& =\frac{2}{n^{2} \pi}\left[(-1)^{n}-1\right]
\end{aligned}
$$

Also,

$$
b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin n x d x=0, \text { since } \mathrm{f}(\mathrm{x}) \operatorname{sinnx} \text { is odd }
$$

Thus the Fourier series of $f(x)$ is

$$
f(x)=\frac{\pi}{2}+\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{1}{n^{2}}\left[(-1)^{n}-1\right] \cos n x
$$

For $x=\pi$, we get
or

$$
\begin{aligned}
& f(\pi)=\frac{\pi}{2}+\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{1}{n^{2}}\left[(-1)^{n}-1\right] \cos n \pi \\
& \pi=\frac{\pi}{2}+\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{-2 \cos (2 n-1) \pi}{(2 n-1)^{2}}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \frac{\pi^{2}}{8}=\sum_{n=1}^{\infty} \frac{1}{(2 n-1)^{2}} \\
& \frac{\pi^{2}}{8}=1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots \ldots
\end{aligned}
$$

This is the series as required.
5. Obtain the Fourier expansion of

$$
\mathrm{f}(\mathrm{x})=\left\{\begin{array}{l}
-\pi,-\pi<x<0 \\
x, 0<x<\pi
\end{array}\right.
$$

Deduce that

$$
\frac{\pi^{2}}{8}=1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots \ldots
$$

Here,

$$
\begin{aligned}
& a_{0}=\frac{1}{\pi}\left[\int_{-\pi}^{0}-\pi d x+\int_{0}^{\pi} x d x\right]=-\frac{\pi}{2} \\
& a_{n}=\frac{1}{\pi}\left[\int_{-\pi}^{0}-\pi \cos n x d x+\int_{0}^{\pi} x \cos n x d x\right] \\
& =\frac{1}{n^{2} \pi}\left[(-1)^{n}-1\right] \\
& b_{n}=\frac{1}{\pi}\left[\int_{-\pi}^{0}-\pi \sin n x d x+\int_{0}^{\pi} x \sin n x d x\right] \\
& =\frac{1}{n}\left[1-2(-1)^{n}\right]
\end{aligned}
$$

Fourier series is

$$
\mathrm{f}(\mathrm{x})=\frac{-\pi}{4}-\frac{1}{\pi} \sum_{n=1}^{\infty} \frac{1}{n^{2}}\left[(-1)^{n}-1\right] \cos n x+\sum_{n=1}^{\infty} \frac{\left[1-2(-1)^{n}\right]}{n} \sin n x
$$

Note that the point $x=0$ is a point of discontinuity of $f(x)$. Here $f\left(x^{+}\right)=0, f\left(x^{-}\right)=-\pi$ at $x=0$. Hence

$$
\frac{1}{2}\left[f\left(x^{+}\right)+f\left(x^{-}\right)\right]=\frac{1}{2}(0-\pi)=\frac{-\pi}{2}
$$

The Fourier expansion of $f(x)$ at $x=0$ becomes

$$
\begin{aligned}
& \frac{-\pi}{2}=\frac{-\pi}{4}-\frac{1}{\pi} \sum_{n=1}^{\infty} \frac{1}{n^{2}}\left[(-1)^{n}-1\right] \\
& \text { or } \frac{\pi^{2}}{4}=\sum_{n=1}^{\infty} \frac{1}{n^{2}}\left[(-1)^{n}-1\right]
\end{aligned}
$$

Simplifying we get,

$$
\frac{\pi^{2}}{8}=1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots \ldots
$$

6. Obtain the Fourier series of $f(x)=1-x^{2}$ over the interval $(-1,1)$.

The given function is even, as $f(-x)=f(x)$. Also period of $f(x)$ is $1-(-1)=2$

Here

$$
\begin{aligned}
& \mathrm{a}_{0}=\frac{1}{1} \int_{-1}^{1} f(x) d x=2 \int_{0}^{1} f(x) d x \\
&=2 \int_{0}^{1}\left(1-x^{2}\right) d x=2\left[x-\frac{x^{3}}{3}\right]_{0}^{1} \\
&=\frac{4}{3} \\
& a_{n}=\frac{1}{1} \int_{-1}^{1} f(x) \cos (n \pi x) d x \quad \text { as } \mathrm{f}(\mathrm{x}) \cos (\mathrm{n} \pi \mathrm{x}) \text { is even } \\
&=2 \int_{0}^{1} f(x) \cos (n \pi x) d x \\
&=2 \int_{0}^{1}\left(1-x^{2}\right) \cos (n \pi x) d x
\end{aligned}
$$

Integrating by parts, we get

$$
\begin{aligned}
& a_{n}=2\left[\left(1-x^{2}\right)\left(\frac{\sin n \pi x}{n \pi}\right)-(-2 x)\left(\frac{-\cos n \pi x}{(n \pi)^{2}}\right)+(-2)\left(\frac{-\sin n \pi x}{(n \pi)^{3}}\right)\right]_{0}^{1} \\
& =\frac{4(-1)^{n+1}}{n^{2} \pi^{2}} \\
& b_{n}=\frac{1}{1} \int_{-1}^{1} f(x) \sin (n \pi x) d x \quad=0, \text { since } \mathrm{f}(\mathrm{x}) \sin (\mathrm{n} \pi \mathrm{x}) \text { is odd. }
\end{aligned}
$$

The Fourier series of $f(x)$ is

$$
\mathrm{f}(\mathrm{x})=\frac{2}{3}+\frac{4}{\pi^{2}} \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n^{2}} \cos (n \pi x)
$$

7. Obtain the Fourier expansion of

$$
\mathrm{f}(\mathrm{x})=\left\{\begin{array}{l}
1+\frac{4 x}{3} \text { in }-\frac{3}{2}<x \leq 0 \\
1-\frac{4 x}{3} \operatorname{in} 0 \leq x<\frac{3}{2}
\end{array}\right.
$$

Deduce that

$$
\frac{\pi^{2}}{8}=1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots \ldots
$$

The period of $f(x)$ is $\frac{3}{2}-\left(\frac{-3}{2}\right)=3$
Also $\quad f(-x)=f(x)$. Hence $f(x)$ is even

$$
\begin{aligned}
& a_{0}=\frac{1}{3 / 2} \int_{-3 / 2}^{3 / 2} f(x) d x=\frac{2}{3 / 2} \int_{0}^{3 / 2} f(x) d x \\
& =\frac{4}{3} \int_{0}^{3 / 2}\left(1-\frac{4 x}{3}\right) d x=0 \\
& a_{n}=\frac{1}{3 / 2} \int_{-3 / 2}^{3 / 2} f(x) \cos \left(\frac{n \pi x}{3 / 2}\right) d x \\
& =\frac{2}{3 / 2} \int_{0}^{3 / 2} f(x) \cos \left(\frac{2 n \pi x}{3}\right) d x \\
& =\frac{4}{3}\left(1-\frac{4 x}{3}\right)\left(\frac{\sin \left(\frac{2 n \pi x}{3}\right)}{\left(\frac{2 n \pi}{3}\right)}\right)-\left(\frac{-4}{3}\right)\left(\frac{\cos \left(\frac{2 n \pi x}{3}\right)}{\left(\frac{2 n \pi}{3}\right)^{2}}\right)_{0}^{3 / 2} \\
& =\frac{4}{n^{2} \pi^{2}}\left[1-(-1)^{n}\right]
\end{aligned}
$$

Also,

$$
b_{n}=\frac{1}{3} \int_{-3 / 2}^{3 / 2} f(x) \sin \left(\frac{n \pi x}{3 / 2}\right) d x=0
$$

Thus

$$
\mathrm{f}(\mathrm{x})=\frac{4}{\pi^{2}} \sum_{n=1}^{\infty} \frac{1}{n^{2}}\left[1-(-1)^{n}\right] \cos \left(\frac{2 n \pi x}{3}\right)
$$

putting $x=0$, we get

$$
\mathrm{f}(0)=\frac{4}{\pi^{2}} \sum_{n=1}^{\infty} \frac{1}{n^{2}}\left[1-(-1)^{n}\right]
$$

or
$1=\frac{8}{\pi^{2}}\left[1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots \ldots.\right]$

Thus,

$$
\frac{\pi^{2}}{8}=1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots \ldots
$$

## NOTE

Here verify the validity of Fourier expansion through partial sums by considering an example. We recall that the Fourier expansion of $f(x)=x^{2}$ over $(-\pi, \pi)$ is

$$
f(x)=\frac{\pi^{2}}{3}+4 \sum_{n=1}^{\infty} \frac{(-1)^{n} \cos n x}{n^{2}}
$$

Let us define

$$
S_{N}(x)=\frac{\pi^{2}}{3}+4 \sum_{n=1}^{n=N} \frac{(-1)^{n} \cos n x}{n^{2}}
$$

The partial sums corresponding to $N=1,2, \ldots \ldots 6$ are
$S_{1}(x)=\frac{\pi^{2}}{3}-4 \cos x$
$S_{2}(x)=\frac{\pi^{2}}{3}-4 \cos x+\cos 2 x$
$S_{6}(x)=\frac{\pi^{2}}{3}-4 \cos x+\cos 2 x-\frac{4}{9} \cos 3 x+\frac{1}{4} \cos 4 x-\frac{4}{25} \cos 5 x+\frac{1}{9} \cos 5 x$
The graphs of $S_{1}, S_{2}, \ldots S_{6}$ against the graph of $f(x)=x^{2}$ are plotted individually and shown below :






On comparison, we find that the graph of $f(x)=x^{2}$ coincides with that of $S_{6}(x)$. This verifies the validity of Fourier expansion for the function considered.

## Exercise

Check for the validity of Fourier expansion through partial sums along with relevant graphs for other examples also.

## HALF-RANGE FOURIER SERIES

The Fourier expansion of the periodic function $f(x)$ of period $2 /$ may contain both sine and cosine terms. Many a time it is required to obtain the Fourier expansion of $f(x)$ in the interval ( $0, /$ ) which is regarded as half interval. The definition can be extended to the other half in such a manner that the function becomes even or odd. This will result in cosine series or sine series only.

## Sine series:

Suppose $f(x)=\varphi(x)$ is given in the interval $(0, l)$. Then we define $f(x)=-\varphi(-x)$ in $(-l, 0)$. Hence $\mathrm{f}(\mathrm{x})$ becomes an odd function in $(-l, l)$. The Fourier series then is

$$
\begin{align*}
& f(x)=\sum_{n=1}^{\infty} b_{n} \sin \left(\frac{n \pi x}{l}\right)  \tag{11}\\
& b_{n}=\frac{2}{l} \int_{0}^{l} f(x) \sin \left(\frac{n \pi x}{l}\right) d x
\end{align*}
$$

where

The series (11) is called half-range sine series over ( $0, /$ ).

Putting $\mathrm{l}=\pi$ in (11), we obtain the half-range sine series of $f(\mathrm{x})$ over $(0, \pi)$ given by

$$
f(x)=\sum_{n=1}^{\infty} b_{n} \sin n x
$$

$$
b_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x d x
$$

## Cosine series :

Let us define

$$
f(x)=\left\{\begin{array}{lll}
\phi(x) \\
\phi(-x)
\end{array} \quad \text { in }(0, l) \quad\right. \text {.....given }
$$

in $(-I, 0) \quad . . .$. in order to make the function even.

Then the Fourier series of $f(x)$ is given by

$$
\begin{equation*}
f(x)=\frac{a_{0}}{2}+\sum_{n=1}^{\infty} a_{n} \cos \left(\frac{n \pi x}{l}\right) \tag{12}
\end{equation*}
$$

where,

$$
\begin{aligned}
& a_{0}=\frac{2}{l} \int_{0}^{l} f(x) d x \\
& a_{n}=\frac{2}{l} \int_{0}^{l} f(x) \cos \left(\frac{n \pi x}{l}\right) d x
\end{aligned}
$$

The series (12) is called half-range cosine series over ( $0, /$ )

Putting $\mathrm{I}=\pi$ in (12), we get
$f(x)=\frac{a_{0}}{2}+\sum_{n=1}^{\infty} a_{n} \cos n x$
where
$a_{0}=\frac{2}{\pi} \int_{0}^{\pi} f(x) d x$
$a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos n x d x \quad \mathrm{n}=1,2,3, \ldots .$.

## Examples:

1. Expand $f(x)=x(\pi-x)$ as half-range sine series over the interval $(0, \pi)$.

We have,

$$
\begin{aligned}
& b_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x d x \\
& =\frac{2}{\pi} \int_{0}^{\pi}\left(\pi x-x^{2}\right) \sin n x d x
\end{aligned}
$$

Integrating by parts, we get

$$
\begin{aligned}
& b_{n}=\frac{2}{\pi}\left[\left(\pi x-x^{2}\right)\left(\frac{-\cos n x}{n}\right)-(\pi-2 x)\left(\frac{-\sin n x}{n^{2}}\right)+(-2)\left(\frac{\cos n x}{n^{3}}\right)\right]_{0}^{\pi} \\
& =\frac{4}{n^{3} \pi}\left[1-(-1)^{n}\right]
\end{aligned}
$$

The sine series of $f(x)$ is

$$
f(x)=\frac{4}{\pi} \sum_{n=1}^{\infty} \frac{1}{n^{3}}\left[1-(-1)^{n}\right] \sin n x
$$

2. Obtain the cosine series of

$$
f(x)=\left\{\begin{array}{l}
x, 0<x<\frac{\pi}{2} \\
\pi-x, \frac{\pi}{2}<x<\pi
\end{array} \quad \operatorname{over}(0, \pi)\right.
$$

Here

$$
\begin{aligned}
& a_{0}=\frac{2}{\pi}\left[\int_{0}^{\pi / 2} x d x+\int_{\pi / 2}^{\pi}(\pi-x) d x\right]=\frac{\pi}{2} \\
& a_{n}=\frac{2}{\pi}\left[\int_{0}^{\pi / 2} x \cos n x d x+\int_{\pi / 2}^{\pi}(\pi-x) \cos n x d x\right]
\end{aligned}
$$

Performing integration by parts and simplifying, we get

$$
\begin{aligned}
& a_{n}=-\frac{2}{n^{2} \pi}\left[1+(-1)^{n}-2 \cos \left(\frac{n \pi}{2}\right)\right] \\
& =-\frac{8}{n^{2} \pi}, n=2,6,10, \ldots \ldots
\end{aligned}
$$

Thus, the Fourier cosine series is

$$
\mathrm{f}(\mathrm{x})=\frac{\pi}{4}-\frac{2}{\pi}\left[\frac{\cos 2 x}{1^{2}}+\frac{\cos 6 x}{3^{2}}+\frac{\cos 10 x}{5^{2}}+\ldots \ldots . . \infty\right]
$$

3. Obtain the half-range cosine series of $f(x)=c-x$ in $0<x<c$

Here

$$
\begin{aligned}
& a_{0}=\frac{2}{c} \int_{0}^{c}(c-x) d x=c \\
& a_{n}=\frac{2}{c} \int_{0}^{c}(c-x) \cos \left(\frac{n \pi x}{c}\right) d x
\end{aligned}
$$

Integrating by parts and simplifying we get,

$$
a_{n}=\frac{2 c}{n^{2} \pi^{2}}\left[1-(-1)^{n}\right]
$$

The cosine series is given by

$$
\mathrm{f}(\mathrm{x})=\frac{c}{2}+\frac{2 c}{\pi^{2}} \sum_{n=1}^{\infty} \frac{1}{n^{2}}\left[1-(-1)^{n}\right] \cos \left(\frac{n \pi x}{c}\right)
$$

## Exercices:

Obtain the Fourier series of the following functions over the specified intervals :

1. $\mathrm{f}(\mathrm{x})=x+\frac{x^{2}}{4} \quad$ over $(-\pi, \pi)$
2. $f(x)=2 x+3 x^{2}$ over $(-\pi, \pi)$
3. $f(x)=\left(\frac{\pi-x}{2}\right)^{2} \operatorname{over}(0,2 \pi)$
4. $f(x)=x \quad$ over $(-\pi, \pi)$; Deduce that $\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\ldots \ldots \infty$
5. $f(x)=|x| \quad$ over $(-\pi, \pi) ;$ Deduce that $\frac{\pi^{2}}{8}=\frac{1}{1^{2}}+\frac{1}{3^{2}}+\ldots \ldots \infty$
6. $\mathrm{f}(\mathrm{x})=\left\{\begin{array}{l}\pi+x,-\pi \leq x<0 \\ \pi-x, 0 \leq x<\pi\end{array} \quad\right.$ over $(-\pi, \pi)$

Deduce that

$$
\frac{\pi^{2}}{8}=\frac{1}{1^{2}}+\frac{1}{3^{2}}+\ldots \ldots \infty
$$

7. $f(x)=\left\{\begin{array}{l}-1,-\pi<x<0 \\ 0, x=0 \\ 1,0<x<\pi\end{array} \quad\right.$ over $(-\pi, \pi)$

Deduce that $\quad \frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\ldots \ldots \infty$
8. $f(x)=x \sin x \quad$ over $0 \leq x \leq 2 \pi$; Deduce that

$$
\sum_{n=2}^{\infty} \frac{1}{n^{2}-1}=\frac{3}{4}
$$

9. $\mathrm{f}(\mathrm{x})=\left\{\begin{array}{l}0,-2 \leq x \leq 0 \\ a, 0<x \leq 2\end{array} \quad\right.$ over $(-2,2)$
10. $f(x)=x(2-x) \quad$ over $(0,3)$
11. $f(x)=x^{2}$ over $(-1,1)$
12. $\mathrm{f}(\mathrm{x})=\left\{\begin{array}{l}\pi x, 0 \leq x \leq 1 \\ \pi(2-x), 1 \leq x \leq 2\end{array}\right.$

Obtain the half-range sine series of the following functions over the specified intervals :
13. $f(x)=\cos x \quad$ over $(0, \pi)$
14. $f(x)=\sin ^{3} x$ over $(0, \pi)$
15. $f(x)=\mid x-x^{2}$ over ( $\left.0, l\right)$

Obtain the half-range cosine series of the following functions over the specified intervals :
16. $f(x)=x^{2}$ over $(0, \pi)$
17. $f(x)=x \sin x \quad$ over $(0, \pi)$
18. $f(x)=(x-1)^{2} \quad$ over $(0,1)$
19. $\mathrm{f}(\mathrm{x})=\left\{\begin{array}{l}k x, 0 \leq x \leq \frac{l}{2} \\ k(l-x), \frac{l}{2} \leq x \leq l\end{array}\right.$

## FOURIER TRANSFORMS

## Introduction

Fourier Transform is a technique employed to solve ODE's, PDE's,IVP's, BVP's and Integral equations. The subject matter is divided into the following sub topics :


## Infinite Fourier Transform

Let $f(x)$ be a real valued, differentiable function that satisfies the following conditions:

1) $f(x)$ and its derivative $f^{\prime}(x)$ are continuous, or have only a finite number of simple discontinu ities in every finite interval, and
2) the integral $\int_{-\infty}^{\infty}|\mathrm{f}(\mathrm{x})| d x$ exists.

Also, let $\alpha$ be non - zero real parameter. The infinite Fourier Transform of $f(x)$ is defined by

$$
\hat{f}(\alpha)=F[f(x)]=\int_{-\infty}^{\infty} f(x) e^{i \alpha x} d x
$$

provided the integral exists.
The infinite Fourier Transform is also called complex Fourier Transform or just the Fourier Transform. The inverse Fourier Transform of $\hat{\mathrm{f}}(\alpha)$ denoted by $\mathrm{F}^{-1}[\hat{\mathrm{f}}(\alpha)]$ is defined by
$F^{-1}[\hat{f}(\alpha)]=f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \hat{f}(\alpha) e^{-i \alpha x} d \alpha$
Note : The function $f(x)$ is said to be self reciprocal with respect to Fourier transform

$$
\text { if } \hat{f}(\alpha)=f(\alpha)
$$

## Basic Properties

Below we prove some basic properties of Fourier Transforms:

## 1. Linearity Property

For any two functions $\mathrm{f}(\mathrm{x})$ and $\phi(\mathrm{x})$ (whose Fourier Transforms exist) and any two constants a and b ,

$$
F[a f(x)+b \phi(x)]=a F[f(x)]+b F[\phi(x)]
$$

## Proof

By definition, we have

$$
\begin{aligned}
F[a f(x)+b \phi(x)]= & \int_{-\infty}^{\infty}[a f(x)+b \phi(x)] e^{i \alpha x} d x \\
& =a \int_{-\infty}^{\infty} f(x) e^{i \alpha x} d x+b \int_{-\infty}^{\infty} \phi(x) e^{i \alpha x} d x \\
& =a F[f(x)]+b F[\phi(x)]
\end{aligned}
$$

This is the desired property.

In particular, if $a=b=1$, we get

$$
F[f(x)+\phi(x)]=F[f(x)]+F[\phi(x)]
$$

Again if $a=-b=1$, we get

$$
F[f(x)-\phi(x)]=F[f(x)]-F[\phi(x)]
$$

## 2. Change of Scale Property

If $\hat{\mathrm{f}}(\alpha)=\mathrm{F}[\mathrm{f}(\mathrm{x})]$, then for any non - zero constant a, we have
$\mathrm{F}[\mathrm{f}(\mathrm{x})]=\frac{1}{|a|} \hat{\mathrm{f}}\left(\frac{\alpha}{a}\right)$
Proof: By definition, we have

$$
\begin{equation*}
F[f(a x)]=\int_{-\infty}^{\infty}[f(a x)] e^{i \alpha x} d x \tag{1}
\end{equation*}
$$

Suppose $\mathbf{a}>\mathbf{0}$. let us set $a x=u$. Then expression (1) becomes

$$
\begin{align*}
& F[f(a x)]=\int_{-\infty}^{\infty}[f(u)] e^{i\left(\frac{\alpha}{a}\right) u} \frac{d u}{a} \\
& =\frac{1}{a} \hat{f}\left(\frac{\alpha}{a}\right) \tag{2}
\end{align*}
$$

Suppose $\mathbf{a}<\mathbf{0}$. If we set again $\mathrm{ax}=\mathrm{u}$, then (1) becomes

$$
\begin{gather*}
F[f(a x)]=\int_{\infty}^{-\infty}[f(u)] e^{i \alpha\left(\frac{u}{a}\right)} \frac{d u}{a} \\
=-\frac{1}{a} \int_{-\infty}^{\infty}[f(u)] e^{i\left(\frac{\alpha}{a}\right) u} d u \\
=-\frac{1}{a} \hat{f}\left(\frac{\alpha}{a}\right) \tag{3}
\end{gather*}
$$

Expressions (2) and (3) may be combined as
$F[f(a x)]=\frac{1}{|a|} \hat{f}\left(\frac{\alpha}{a}\right)$
This is the desired property
3. Shifting Properties

For any real constant ' $a$ ',
(i) $F[f(x-a)]=e^{i a a} \hat{f}(\alpha)$
(ii) $F\left[e^{i a x} f(x)\right]=\hat{f}(\alpha+a)$

Proof: (i) We have

$$
F[f(x)]=\hat{f}(\alpha)=\int_{-\infty}^{\infty}[f(x)] e^{i \alpha x} d x
$$

Hence, $\quad F[f(x-a)]=\int_{-\infty}^{\infty}[f(x-a)] e^{i \alpha x} d x$
Set $\mathrm{x}-\mathrm{a}=\mathrm{t}$. Then $\mathrm{dx}=\mathrm{dt}$.Then,

$$
\begin{aligned}
F[f(x-a)] & =\int_{-\infty}^{\infty}[f(t)] e^{i \alpha(t+a)} d t \\
& =e^{i \alpha a} \int_{-\infty}^{\infty}[f(t)] e^{i \alpha t} d t
\end{aligned}
$$

$$
=e^{i \alpha a} \hat{f}(\alpha)
$$

ii) We have

$$
\begin{aligned}
& \hat{f}(\alpha+a)=\int_{-\infty}^{\infty} f(x) e^{i(\alpha+a) x} d x \\
& =\int_{-\infty}^{\infty}\left[f(x) e^{i a x}\right] e^{i \alpha x} d x \\
& =\int_{-\infty}^{\infty} g(x) e^{i a x} d x, \text { where } g(x)=f(x) e^{i a x} \\
& =F[g(x)] \\
& =F\left[e^{i a x} f(x)\right]
\end{aligned}
$$

This is the desired result.
4. Modulation Property

If $F[f(x)]=\hat{f}(\alpha)$,
then, $F[f(x) \cos a x]=\frac{1}{2}[\hat{f}(\alpha+a)+\hat{f}(\alpha-a)]$
where ' $a$ ' is a real constant.

Proof: We have

$$
\cos a x=\frac{e^{i a x}+e^{-i a x}}{2}
$$

Hence
$F[f(x) \cos a x]=F\left[f(x)\left(\frac{e^{i a x}+e^{-i a x}}{2}\right)\right]$
$=\frac{1}{2}[\hat{f}(\alpha+a)+\hat{f}(\alpha-a)]$ by using linearity and shift properties.
This is the desired property.

Note : Similarly

$$
F[f(x) \sin a x]=\frac{1}{2}[\hat{f}(\alpha+a)-\hat{f}(\alpha-a)]
$$

## Examples

1. Find the Fourier Transform of the function $\mathrm{f}(\mathrm{x})=\mathrm{e}^{-\mathrm{a}|\mathrm{x}|}$ where $a>0$

For the given function, we have

$$
\begin{aligned}
& F[f(x)]=\int_{-\infty}^{\infty} e^{-a|x|} e^{i \alpha x} d x \\
& =\left[\int_{-\infty}^{0} e^{-a|x|} e^{i \alpha x} d x+\int_{0}^{\infty} e^{-a|x|} e^{i \alpha x} d x\right]
\end{aligned}
$$

Using the fact that $|x|=x, 0 \leq x<\infty$ and $|x|=-x,-\infty<x \leq 0$, we get

$$
\begin{aligned}
& F[f(x)]=\left[\int_{-\infty}^{0} e^{a x} e^{i \alpha x} d x+\int_{0}^{\infty} e^{-a x} e^{i \alpha x} d x\right] \\
&=\left[\int_{-\infty}^{0} e^{(a+i \alpha) x} d x+\int_{0}^{\infty} e^{-(a-i \alpha) x} d x\right] \\
&=\left[\left\{\frac{e^{(a+i \alpha) x}}{(a+i \alpha)}\right\}_{-\infty}^{0}+\left\{\frac{e^{-(a-i \alpha) x}}{-(a-i \alpha)}\right\}_{0}^{\infty}\right] \\
&=\left[\frac{1}{(a+i \alpha)}+\frac{1}{(a-i \alpha)}\right] \\
&=\left[\frac{2 a}{\left(a^{2}+\alpha^{2}\right)}\right]
\end{aligned}
$$

2. Find the Fourier Transform of the function
$\mathrm{f}(\mathrm{x})= \begin{cases}1, & |x| \leq a \\ 0, & |x|>a\end{cases}$
where ' $a$ ' is a positive constant. Hence evaluate

$$
\begin{aligned}
& \text { (i) } \int_{-\infty}^{\infty} \frac{\sin \alpha a \cos \alpha x}{\alpha} d \alpha \\
& \text { (ii) } \int_{0}^{\infty} \frac{\sin \alpha}{\alpha} d \alpha
\end{aligned}
$$

For the given function, we have

$$
\begin{aligned}
& F[f(x)]=\left[\int_{-\infty}^{\infty} f(x) e^{i \alpha x} d x\right] \\
& =\left[\int_{-\infty}^{-a} f(x) e^{i \alpha x} d x+\int_{-a}^{a} f(x) e^{i \alpha x} d x+\int_{a}^{\infty} f(x) e^{i \alpha x} d x\right] \\
& =\left[\int_{-a}^{a} e^{i \alpha x} d x\right] \\
& =2\left[\frac{\sin \alpha a}{\alpha}\right]
\end{aligned}
$$

$$
\begin{equation*}
\text { Thus } \quad F[f(x)]=\hat{f}(\alpha)=2\left(\frac{\sin \alpha a}{\alpha}\right) \tag{1}
\end{equation*}
$$

Inverting $\hat{\mathrm{f}}(\alpha)$ by employing inversion formula, we get

$$
\begin{aligned}
& f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} 2\left[\frac{\sin \alpha a}{\alpha}\right] e^{-i \alpha x} d \alpha \\
& =\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\sin \alpha a(\cos \alpha x-i \sin \alpha x)}{\alpha} d \alpha \\
& =\frac{1}{\pi}\left[\int_{-\infty}^{\infty} \frac{\sin \alpha a(\cos \alpha x)}{\alpha} d \alpha-i \int_{-\infty}^{\infty} \frac{\sin \alpha a \sin \alpha x}{\alpha} d \alpha\right]
\end{aligned}
$$

Here, the integrand in the first integral is even and the integrand in the second integral is odd. Hence using the relevant properties of integral here, we get

$$
f(x)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\sin \alpha a \cos \alpha x}{\alpha} d \alpha
$$

or

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \frac{\sin \alpha a \cos \alpha x}{\alpha} d \alpha=\pi f(x) \\
&= \begin{cases}\pi, & |x| \leq a \\
0, & |x|>a\end{cases}
\end{aligned}
$$

For $\mathrm{x}=0, \mathrm{a}=1$, this yields
$\int_{-\infty}^{\infty} \frac{\sin \alpha}{\alpha} d \alpha=\pi$
Since the integrand is even, we have
$2 \int_{0}^{\infty} \frac{\sin \alpha}{\alpha} d \alpha=\pi$
or
$\int_{0}^{\infty} \frac{\sin \alpha}{\alpha} d \alpha=\frac{\pi}{2}$
3. Find the Fourier Transform of $f(x)=e^{-a^{2}} x^{2}$ where 'a' is a positive constant.

Deduce that $f(x)=e^{-x^{2} / 2}$ is self reciprocal with respect to Fourier Transform.

Here

$$
\begin{aligned}
& F[f(x)]=\int_{-\infty}^{\infty} e^{-a^{2} x^{2}} e^{i \alpha x} d x \\
& =\int_{-\infty}^{\infty} e^{-\left(a^{2} x^{2}-i \alpha x\right)} d x \\
& =\int_{-\infty}^{\infty} e^{-\left[\left(a x-\frac{i \alpha}{2 a}\right)^{2}+\frac{\alpha^{2}}{4 a^{2}}\right]} d x \\
& =e^{-\left(\alpha^{2} / 4 a^{2}\right)} \int_{-\infty}^{\infty} e^{-\left(a x-\frac{i \alpha}{2 a}\right)^{2}} d x
\end{aligned}
$$

Setting $t=a x-\frac{i \alpha}{2 a}$, we get

$$
\begin{aligned}
& F[f(x)]=e^{-\left(\alpha^{2} / 4 a^{2}\right)} \int_{-\infty}^{\infty} e^{-t^{2}} \frac{d t}{a} \\
& =\frac{1}{a} e^{-\left(\alpha^{2} / 4 a^{2}\right)} 2 \int_{0}^{\infty} e^{-t^{2}} d t \\
& =\frac{1}{a} e^{-\left(\alpha^{2} / 4 a^{2}\right)} \sqrt{\pi}, \text { using gamma function. } \\
& \hat{f}(\alpha)=\frac{\sqrt{\pi}}{a} e^{-\left(\alpha^{2} / 4 a^{2}\right)}
\end{aligned}
$$

This is the desired Fourier Transform of $f(x)$.

$$
\begin{aligned}
& \text { For } \mathrm{a}^{2}=1 / 2 \text { in } \mathrm{f}(\mathrm{x})=\mathrm{e}^{-\mathrm{a}^{2} \mathrm{x}^{2}} \\
& \text { we get } \mathrm{f}(\mathrm{x})=\mathrm{e}^{-\mathrm{x}^{2} / 2} \text { and hence, } \\
& \hat{\mathrm{f}}(\alpha)=\sqrt{2 \pi} e^{-\alpha^{2} / 2}
\end{aligned}
$$

Also putting $\mathrm{x}=\alpha$ in $\mathrm{f}(\mathrm{x})=\mathrm{e}^{-\mathrm{x} / 2}$, we get $\mathrm{f}(\alpha)=\mathrm{e}^{-\alpha 2 / 2}$.
Hence, $\mathrm{f}(\alpha)$ and $\hat{\mathrm{f}}(\alpha)$ are same but for constant multiplication by $\sqrt{2 \pi}$.
Thus $\mathrm{f}(\alpha)=\hat{f}(\alpha)$
It follows that $\mathrm{f}(x)=\mathrm{e}^{-x^{2} / 2}$ is self reciprocal

## ASSIGNMENT

Find the Complex Fourier Transforms of the following functions :
(1) $\mathrm{f}(\mathrm{x})=\left\{\begin{array}{ll}x, & |x| \leq a \\ 0, & |x|>a\end{array}\right.$ where 'a' is a positive constant
(2) $f(x)=\left\{\begin{array}{lc}0, & x<a \\ 1, & a \leq x \leq \text { bwhere ' } a \text { ' and ' } b \text { ' are positive constants } \\ 0, & x>b\end{array}\right.$
(3) $\mathrm{f}(\mathrm{x})=\left\{\begin{array}{cc}1-|x|, & |x| \leq 1 \\ 0, & |x|>1\end{array}\right.$
(4) $\mathrm{f}(\mathrm{x})=\left\{\begin{array}{cc}a^{2}-x^{2}, & |x| \leq a \\ 0, & |x|>a\end{array}\right.$
(5) $f(x)=x e^{-a|x|}$ where ' a ' is a positive constant
(6) $f(x)=e^{-|x|}$
(7) $f(x)=\cos 2 x^{2}$
(8) $f(x)=\sin 3 x^{2}$
(9) Find the inverse Fourier Transform of $\hat{f}(\alpha)=e^{-\alpha^{2}}$

## FOURIER SINE TRANSFORMS

Let $f(x)$ be defined for all positive values of $x$.
The integral $\int_{0}^{\infty} f(x) \sin \alpha x d x$ is called the Fourier Sine Transform of $\mathrm{f}(\mathrm{x})$. This is denoted by $\hat{\mathrm{f}}_{\mathrm{s}}(\alpha)$ or $F_{s}[f(x)]$. Thus
$\hat{\mathrm{f}}_{\mathrm{s}}(\alpha)=F_{s}[f(x)]=\int_{0}^{\infty} f(x) \sin \alpha x d x$
The inverse Fourier sine Transform of $\hat{\mathrm{f}}_{\mathrm{s}}(\alpha)$ is defined through th e integral $\frac{2}{\pi} \int_{0}^{\infty} \hat{f}_{s}(\alpha) \sin \alpha x d \alpha$

This is denoted by $\mathrm{f}(\mathrm{x})$ or $\mathrm{F}_{\mathrm{s}}^{-1}\left[f_{s}(\alpha)\right]$. Thus
$\mathrm{f}(\mathrm{x})=\mathrm{F}_{\mathrm{s}}^{-1}\left[f_{s}(\alpha)\right]=\frac{2}{\pi} \int_{0}^{\infty} \hat{f}_{s}(\alpha) \sin \alpha x d \alpha$

## Properties

The following are the basic properties of Sine Transforms.
(1) LINEARITY PROPERTY

If ' $a$ ' and ' $b$ ' are two constants, then for two functions $f(x)$ and $\phi(x)$, we have

$$
F_{s}[a f(x)+b \phi(x)]=a F_{s}[f(x)]+b F_{s}[g(x)]
$$

Proof: By definition, we have

$$
\begin{aligned}
& F_{s}[a f(x)+b \phi(x)]=\int_{0}^{\infty}[a f(x)+b \phi(x)] \sin \alpha x d x \\
& =a F_{s}[f(x)]+b F_{s}[\phi(x)]
\end{aligned}
$$

This is the desired result. In particular, we have

$$
F_{s}[f(x)+\phi(x)]=F_{s}[f(x)]+F_{s}[\phi(x)]
$$

and

$$
F_{s}[f(x)-\phi(x)]=F_{s}[f(x)]-F_{s}[\phi(x)]
$$

## (2) CHANGE OF SCALE PROPERTY

If $\mathrm{F}_{\mathrm{s}}[\mathrm{f}(\mathrm{x})]=\hat{\mathrm{f}}_{s}(\alpha)$, then for $\mathrm{a} \neq 0$, we have

$$
\mathrm{F}_{\mathrm{s}}[\mathrm{f}(\mathrm{ax})]=\frac{1}{a} \hat{\mathrm{f}}_{s}\left(\frac{\alpha}{a}\right)
$$

Proof: We have

$$
\mathrm{F}_{\mathrm{s}}[\mathrm{f}(\mathrm{ax})]=\int_{0}^{\infty} f(a x) \sin \alpha x d x
$$

Setting $a x=t$, we get

$$
\begin{aligned}
& \mathrm{F}_{\mathrm{s}}[\mathrm{f}(\mathrm{ax})]=\int_{0}^{\infty} f(t) \sin \left(\frac{\alpha}{a}\right) t\left(\frac{d t}{a}\right) \\
& =\frac{1}{a} \hat{\mathrm{f}}_{s}\left(\frac{\alpha}{a}\right)
\end{aligned}
$$

## (3) MODULATION PROPERTY

If $\mathrm{F}_{\mathrm{s}}[\mathrm{f}(\mathrm{x})]=\hat{f}_{s}(\alpha)$, then for $\mathrm{a} \neq 0$, we have

$$
F_{s}[f(x) \cos a x]=\frac{1}{2}\left[\hat{f}_{s}(\alpha+a)+\hat{f}_{s}(\alpha-a)\right]
$$

Proof: We have

$$
\begin{aligned}
& \qquad F_{s}[f(x) \cos a x]=\int_{0}^{\infty} f(x) \cos a x \sin \alpha x d x \\
& = \\
& \frac{1}{2}\left[\int_{0}^{\infty} f(x)\{\sin (\alpha+a) x+\sin (\alpha-a) x\} d x\right] \\
& = \\
& \frac{1}{2}\left[\hat{f}_{s}(\alpha+a)+\hat{f}_{s}(\alpha-a)\right] \text {, by using Linearity property. }
\end{aligned}
$$

## EXAMPLES

1. Find the Fourier sine transform of

$$
\mathrm{f}(\mathrm{x})=\left\{\begin{array}{lc}
1, & 0 \leq x \leq a \\
0, & x>a
\end{array}\right.
$$

For the given function, we have

$$
\begin{aligned}
& \hat{\mathrm{f}}_{\mathrm{s}}(\alpha)=\left[\int_{0}^{a} \sin \alpha x d x+\int_{a}^{\infty} 0 \sin \alpha x d x\right] \\
= & {\left[\frac{-\cos \alpha x}{\alpha}\right]_{0}^{a} } \\
= & {\left[\frac{1-\cos \alpha a}{\alpha}\right] }
\end{aligned}
$$

2. Find the Fourier sine transform of $f(x)=\frac{e^{-a x}}{x}$

Here

$$
\hat{\mathrm{f}}_{\mathrm{s}}(\alpha)=\left[\int_{0}^{\infty} \frac{e^{-a x} \sin \alpha x d x}{x}\right]
$$

Differentiating with respect to $\alpha$, we get

$$
\begin{aligned}
& \frac{d}{d \alpha} \hat{f}_{\mathrm{s}}(\alpha)=\frac{d}{d \alpha}\left[\int_{0}^{\infty} \frac{e^{-a x} \sin \alpha x d x}{x}\right] \\
& =\int_{0}^{\infty} \frac{e^{-a x}}{x} \frac{\partial}{\partial \alpha}(\sin \alpha x) d x
\end{aligned}
$$

performing differentiation under the integral sign

$$
\begin{aligned}
& =\int_{0}^{\infty} \frac{e^{-a x}}{x} x \cos \alpha x d x \\
& =\left[\frac{e^{-a x}}{a^{2}+\alpha^{2}}\{-a \cos \alpha x+\alpha \sin \alpha x\}\right]_{0}^{\infty} \\
& =\frac{a}{a^{2}+\alpha^{2}}
\end{aligned}
$$

Integrating with respect to $\alpha$, we get

$$
\hat{\mathbf{f}}_{\mathrm{s}}(\alpha)=\tan ^{-1} \frac{\alpha}{a}+c
$$

But $\hat{\mathrm{f}}_{\mathrm{s}}(\alpha)=0$ when $\alpha=0$
$\therefore \mathrm{c}=0$

$$
\hat{\mathrm{f}}_{\mathrm{s}}(\alpha)=\tan ^{-1}\left(\frac{\alpha}{a}\right)
$$

3. Find $f(x)$ from the integral equation

$$
\int_{0}^{\infty} \mathrm{f}(\mathrm{x}) \sin \alpha x d x=\left\{\begin{array}{cc}
1, & 0 \leq \alpha \leq 1 \\
2, & 1 \leq \alpha<2 \\
0, & \alpha \geq 2
\end{array}\right.
$$

Let $\phi(\alpha)$ be defined by

$$
\phi(\alpha)=\left\{\begin{array}{cc}
1, & 0 \leq \alpha \leq 1 \\
2, & 1 \leq \alpha<2 \\
0, & \alpha \geq 2
\end{array}\right.
$$

Given

$$
\phi(\alpha)=\int_{0}^{\infty} f(x) \sin \alpha x d x=\hat{f}_{S}(\alpha)
$$

Using this in the inversion formula, we get

$$
\begin{aligned}
\mathrm{f}(\mathrm{x}) & =\frac{2}{\pi} \int_{0}^{\infty} \phi(\alpha) \sin \alpha x d x \\
& =\frac{2}{\pi}\left[\int_{0}^{1} \phi(\alpha) \sin \alpha x d \alpha+\int_{1}^{2} \phi(\alpha) \sin \alpha x d \alpha+\int_{2}^{\infty} \phi(\alpha) \sin \alpha x d \alpha\right] \\
& =\frac{2}{\pi}\left[\int_{0}^{1} \sin \alpha x d \alpha+\int_{1}^{2} 2 \sin \alpha x d \alpha+0\right] \\
& =\frac{2}{\pi x}[1+\cos x-2 \cos 2 x]
\end{aligned}
$$

## ASSIGNMENT

Find the sine transforms of the following functions
(1) $f(x)=\left\{\begin{array}{cc}x, & 0<x<1 \\ a-x, & 1<x<a \\ 0, & x>a\end{array}\right.$
(2) $f(x)=x e^{-a x}, a>0$
(3) $f(x)=\left\{\begin{array}{cc}\sin x, & 0<x<a \\ 0, & x>a\end{array}\right.$
(4) Solve for $f(x)$ given

$$
\int_{0}^{\infty} \mathrm{f}(\mathrm{x}) \sin \alpha x d x=\left\{\begin{array}{cc}
1-\alpha, & 0 \leq \alpha \leq 1 \\
0, & \alpha>1
\end{array}\right.
$$

Find the inverse sine transforms of the following functions:
(5) $\hat{f}_{s}(\alpha)=\frac{e^{-a \alpha}}{\alpha}, a>0$
(6) $\hat{f}_{s}(\alpha)=\frac{\pi}{2}$

## FOURIER COSINE TRANSFORMS

Let $\mathrm{f}(\mathrm{x})$ be defined for positive values of x . The integral $\int_{0}^{\infty} f(x) \cos \alpha x d x$ is called the Fourier Cosine Transform of $\mathrm{f}(\mathrm{x})$ and is denoted by $\hat{\mathrm{f}}_{\mathrm{c}}(\alpha)$ or $\mathrm{F}_{\mathrm{c}}[f(x)]$. Thus

$$
\hat{\mathrm{f}}_{\mathrm{c}}(\alpha)=\mathrm{F}_{\mathrm{c}}[f(x)]=\frac{2}{\pi} \int_{0}^{\infty} f(x) \cos \alpha x d x
$$

The inverse Fourier Cosine Transform of $\hat{f}_{c}(\alpha)$ is defined through the integral $\frac{2}{\pi} \int_{0}^{\infty} \hat{f}_{c}(\alpha) \cos \alpha x d \alpha$. This is denoted by $f(x)$ or $\mathrm{F}_{\mathrm{c}}^{-1}\left[\hat{\mathrm{f}}_{\mathrm{c}}(\alpha)\right]$. Thus

$$
\mathrm{f}(\mathrm{x})=\mathrm{F}_{\mathrm{c}}^{-1}[\hat{f}(\alpha)]=\frac{2}{\pi} \int_{0}^{\infty} \hat{f}_{c}(\alpha) \cos \alpha x d \alpha
$$

## Basic Properties

The following are the basic properties of cosine transforms:
(1) Linearity property

If ' a ' and ' b ' are two constants, then for two functions $\mathrm{f}(\mathrm{x})$ and $\phi(\mathrm{x})$, we have $\mathrm{F}_{\mathrm{c}}[\operatorname{af}(\mathrm{x})+b \phi(x)]=a F_{c}(\mathrm{f}(\mathrm{x}))+b F_{c}(\phi(\mathrm{x}))$
(2) Change of scale property

If $\mathrm{F}_{\mathrm{c}}\{\mathrm{f}(\mathrm{x})\}=\hat{\mathrm{f}}_{\mathrm{c}}(\alpha)$, then for $\mathrm{a} \neq 0$, we have $\mathrm{F}_{\mathrm{c}}[\mathrm{f}(\mathrm{ax})]=\frac{1}{a} \hat{\mathrm{f}}_{\mathrm{c}}\left(\frac{\alpha}{a}\right)$

## (3) Modulation property

If $\mathrm{F}_{\mathrm{c}}\{\mathrm{f}(\mathrm{x})\}=\hat{\mathrm{f}}_{\mathrm{c}}(\alpha)$, then for $\mathrm{a} \neq 0$, we have
$\mathrm{F}_{\mathrm{c}}[\mathrm{f}(\mathrm{x}) \cos a x]=\frac{1}{2}\left[\hat{\mathrm{f}}_{\mathrm{c}}(\alpha+a)+\hat{\mathrm{f}}_{\mathrm{c}}(\alpha-a)\right]$
The proofs of these properties are similar to the proofs of the corresponding properties of Fourier Sine Transforms.

## Examples

(1) Find the cosine transform of the function

$$
f(x)=\left\{\begin{array}{cc}
x, & 0<x<1 \\
2-x, & 1<x<2 \\
0, & x>2
\end{array}\right.
$$

We have
$\hat{\mathrm{f}}_{\mathrm{c}}(\alpha)=\int_{0}^{\infty} f(x) \cos \alpha x d x$

$$
=\left[\int_{0}^{1} x \cos \alpha x d x+\int_{1}^{2}(2-x) \cos \alpha x d x+\int_{2}^{\infty} 0 \cos \alpha x d x\right]
$$

Integrating by parts, we get

$$
\begin{aligned}
\hat{\mathbf{f}}_{\mathrm{c}}(\alpha) & =\left[\left\{x\left(\frac{\sin \alpha x}{\alpha}\right)-\left(\frac{-\cos \alpha x}{\alpha^{2}}\right)\right\}_{0}^{1}+\left\{(2-x)\left(\frac{\sin \alpha x}{\alpha}\right)-(-1)\left(\frac{-\cos \alpha x}{\alpha^{2}}\right)\right\}_{1}^{2}\right] \\
& =\left[\frac{2 \cos \alpha-\cos 2 \alpha-1}{\alpha^{2}}\right]
\end{aligned}
$$

(2) Find the cosine transform of $f(x)=e^{-a x}, a>0$. Hence evaluate $\int_{0}^{\infty} \frac{\cos \mathrm{kx}}{\mathrm{x}^{2}+\mathrm{a}^{2}} d x$

Here

$$
\begin{aligned}
\hat{\mathrm{f}}_{\mathrm{c}}(\alpha) & =\int_{0}^{\infty} e^{-a x} \cos \alpha x d x \\
& =\left[\frac{e^{-a x}}{\mathrm{a}^{2}+\alpha^{2}}\{-a \cos \alpha x+\alpha \sin \alpha x\}\right]_{0}^{\infty}
\end{aligned}
$$

Thus

$$
\hat{\mathrm{f}}_{\mathrm{c}}(\alpha)=\left(\frac{a}{a^{2}+\alpha^{2}}\right)
$$

Using the definition of inverse cosine transform, we get

$$
\mathrm{f}(x)=\frac{2}{\pi} \int_{0}^{\infty}\left(\frac{a}{\mathrm{a}^{2}+\alpha^{2}}\right) \cos \alpha x d \alpha
$$

or

$$
\frac{\pi}{2 a} e^{-a x}=\int_{0}^{\infty} \frac{\cos \alpha x}{\alpha^{2}+a^{2}} d \alpha
$$

Changing $x$ to $k$, and $\alpha$ to $x$, we get

$$
\int_{0}^{\infty} \frac{\cos k x}{\mathrm{x}^{2}+a^{2}} d x=\frac{\pi e^{-a x}}{2 a}
$$

(4) Solve the integral equation

$$
\int_{0}^{\infty} f(x) \cos \alpha x d x=e^{-a \alpha}
$$

Let $\phi(\alpha)$ be defined by

$$
\phi(\alpha)=e^{-a \alpha}
$$

Given $\quad \phi(\alpha)=\int_{0}^{\infty} f(x) \cos \alpha x d x=\hat{\mathrm{f}}_{\mathrm{c}}(\alpha)$

Using this in the inversion formula, we get

$$
\begin{aligned}
\mathrm{f}(x) & =\frac{2}{\pi} \int_{0}^{\infty} \phi(\alpha) \cos \alpha x d \alpha \\
& =\frac{2}{\pi} \int_{0}^{\infty} e^{-a \alpha} \cos \alpha x d \alpha \\
& =\frac{2}{\pi} \int_{0}^{\infty}\left[\frac{e^{-\alpha \alpha}}{a^{2}+x^{2}}\{-a \cos \alpha x+\alpha \sin \alpha x\}\right]_{0}^{\infty} \\
& =\frac{2 a}{\pi\left(a^{2}+x^{2}\right)}
\end{aligned}
$$

## ASSIGNMENT

Find the Fourier Cosine Transforms of the following functions :
(1) $\mathrm{f}(\mathrm{x})=\left\{\begin{array}{cc}4 x, & 0<x<1 \\ 4-x, & 1<x<4 \\ 0, & x>4\end{array}\right.$
(2) $f(x)=e^{-a x^{2}}, a>0$
(3) $f(x)=\left\{\begin{array}{cc}\cos x, & 0<x<a \\ 0, & x>a\end{array}\right.$
(4) $f(x)=x e^{-a x}, a>0$
(5) $f(x)=\frac{1}{1+x^{2}}$
(6) $f(x)=\frac{\cos 2 x}{1+x^{2}}$
(7) Solve for $\mathbf{f}(\mathbf{x})$ given

$$
\int_{0}^{\infty} f(x) \cos \alpha x d x=\left\{\begin{array}{cc}
1-\alpha, & 0 \leq \alpha \leq 1 \\
0, & \alpha>1
\end{array}\right.
$$

## (8) Show that

(i) $\mathrm{F}_{\mathrm{c}}[\mathrm{f}(\mathrm{x}) \sin \mathrm{ax}]=\frac{1}{2}\left[\hat{f}_{s}(a+\alpha)+\hat{f}_{s}(a-\alpha)\right]$
(ii) $\mathrm{F}_{\mathrm{s}}[\mathrm{f}(\mathrm{x}) \sin \mathrm{ax}]=\frac{1}{2}\left[\hat{f}_{c}(\alpha-a)-\hat{f}_{c}(\alpha-a)\right]$

## CONVOLUTION

Let $\mathrm{f}(\mathrm{x})$ and $\mathrm{g}(\mathrm{x})$ be two functions such that $\int_{-\infty}^{\infty} f(x) d x$ and $\int_{-\infty}^{\infty} g(x) d x$ exist.
Then the integral

$$
\int_{-\infty}^{\infty} f(x-t) g(t) d t
$$

is called the convolution of $f(x)$ and $g(x)$, and is denoted by $f * g$. Thus

$$
f * g=\int_{-\infty}^{\infty} f(x-t) g(t) d t
$$

Note that $f$ * $g$ is a function of $x$

## Properties

$$
\begin{aligned}
& 1 . \mathrm{f} * \mathrm{~g}=\mathrm{g} * \mathrm{f} \\
& 2 . \mathrm{f} *(\mathrm{~g}+\mathrm{h})=(f * g)+(f * h)
\end{aligned}
$$

## Convolution Theorem

Let $\hat{\mathrm{f}}(\alpha)$ and $\hat{\mathrm{g}}(\alpha)$ be the Fourier Transforms of $\mathrm{f}(\mathrm{x})$ and $\mathrm{g}(\mathrm{x})$ respective ly. Then $\mathrm{F}[\mathrm{f} * \mathrm{~g}]=\hat{\mathrm{f}}(\alpha) \hat{\mathrm{g}}(\alpha)$

The convolution theorem may also be rewritten as

$$
\mathrm{f} * \mathrm{~g}=\mathrm{F}^{-1}[\hat{\mathrm{f}}(\alpha) \hat{\mathrm{g}}(\alpha)]
$$

## Parseval's Identity

A direct consequence of convolution theorem is Parseval's identity. The Parseval's identities in respect of Fourier transforms, sine transforms and cosine transforms are as indicated below :

## Fourier Transforms:

$$
\begin{aligned}
& \text { (a) } \int_{-\infty}^{\infty} \hat{f}(\alpha) \overline{\hat{g}(\alpha)} d \alpha=\int_{-\infty}^{\infty} f(x) \overline{g(x)} d x \\
& \text { (b) } \int_{-\infty}^{\infty}|\hat{f}(\alpha)|^{2} d \alpha=\int_{-\infty}^{\infty}|f(x)|^{2} d x
\end{aligned}
$$

## Fourier Sine Transforms:

(a) $\int_{-\infty}^{\infty} \hat{f}_{s}(\alpha) \overline{\hat{g}(\alpha)} d \alpha=\int_{-\infty}^{\infty} f(x) \overline{g(x)} d x$
(b) $\int_{-\infty}^{\infty}\left|\hat{f}_{s}(\alpha)\right|^{2} d \alpha=\int_{-\infty}^{\infty}|f(x)|^{2} d x$

## Fourier CosineTransforms:

$$
\begin{aligned}
& \text { (a) } \int_{-\infty}^{\infty} \hat{f}_{c}(\alpha) \overline{\hat{g}(\alpha)} d \alpha=\int_{-\infty}^{\infty} f(x) \overline{g(x)} d x \\
& \text { (b) } \int_{-\infty}^{\infty}\left|\hat{f}_{c}(\alpha)\right|^{2} d \alpha=\int_{-\infty}^{\infty}|f(x)|^{2} d x
\end{aligned}
$$

## Examples

(1) Employ convolution theorem to find the inverse Fourier Transform of

$$
\begin{gathered}
\frac{1}{\left(\alpha^{2}+4\right)\left(\alpha^{2}+9\right)} \\
\text { Let } \hat{f}(\alpha)=\frac{1}{\left(\alpha^{2}+4\right)}, \hat{g}(\alpha)=\frac{1}{\left(\alpha^{2}+9\right)}
\end{gathered}
$$

We recall the result

$$
F\left[e^{-a|x|}\right]=\frac{a}{a^{2}+\alpha^{2}}
$$

or

$$
F^{-1} \frac{1}{\left(\alpha^{2}+a^{2}\right)}=\left(\frac{e^{-a|x|}}{a}\right)
$$

For $a=2,3$, we get

$$
\begin{aligned}
& F^{-1} \frac{1}{\left(\alpha^{2}+4\right)}=\hat{f}(\alpha)=\left(\frac{e^{-2|x|}}{2}\right)=f(x) \\
& F^{-1} \frac{1}{\left(\alpha^{2}+9\right)}=\hat{g}(\alpha)=\left(\frac{e^{-3|x|}}{3}\right)=g(x)
\end{aligned}
$$

Convolution theorem is

$$
\begin{aligned}
F^{-1}[\hat{f}(\alpha) \hat{g}(\alpha)]= & f * g=\int_{-\infty}^{\infty} f(x-t) g(t) d t \\
& =\int_{-\infty}^{\infty} \frac{1}{2} e^{-2|x-t|} \frac{1}{3} e^{-3|t|} d t \\
& =\frac{1}{12} \int_{-\infty}^{\infty} e^{-2|x-t|-3|t|} d t
\end{aligned}
$$

2. Employ Parseval' sidentity t o evaluate $\int_{0}^{\infty} \frac{\sin ^{2} x}{x^{2}} d x$ given that $f(x)= \begin{cases}1, & |x| \leq 1 \\ 0, & |x|>1\end{cases}$

For the given function, we have

$$
\begin{aligned}
\hat{f}(\alpha) & =\frac{1}{\sqrt{2 \pi}} \int_{-1}^{1}(1) e^{i \alpha x} d x=\frac{1}{\sqrt{2 \pi}}\left[\frac{e^{i \alpha x}}{i \alpha}\right]_{-1}^{1} \\
& =\frac{1}{\sqrt{2 \pi}}\left[\frac{2 \sin \alpha}{\alpha}\right]
\end{aligned}
$$

Parseval's identity for Fourier Transforms is

$$
\int_{-\infty}^{\infty}|f(x)|^{2} d x=\int_{-\infty}^{\infty}|\hat{f}(\alpha)|^{2} d \alpha
$$

$$
\int_{-1}^{1}(1)^{2} d x=\int_{-\infty}^{\infty}\left|\frac{1}{\sqrt{2 \pi}}\left[\frac{2 \sin \alpha}{\alpha}\right]\right|^{2} d \alpha
$$

or

$$
2=\frac{2}{\pi} \int_{-\infty}^{\infty} \frac{\sin ^{2} \alpha}{\alpha^{2}} d \alpha
$$

or

$$
\int_{-\infty}^{\infty} \frac{\sin ^{2} \alpha}{\alpha^{2}} d \alpha=\pi
$$

or

$$
\int_{0}^{\infty} \frac{\sin ^{2} \alpha}{\alpha^{2}} d \alpha=\frac{\pi}{2} \text {, as the integrand on the L.H.S. is even. }
$$

Replacing $\alpha$ by x , we get

$$
\int_{0}^{\infty} \frac{\sin ^{2} x}{x^{2}} d x=\frac{\pi}{2}
$$

## ASSIGNMENT

1. Given that $\mathrm{F}\left[\mathrm{e}^{-|x|}\right]=\frac{1}{1+\alpha^{2}}$, employ convolutio n theorem

$$
\text { to find } \mathrm{F}^{-1}\left[\frac{1}{\left(1+\alpha^{2}\right)^{2}}\right]
$$

2. Use Parseval's identity to prove the following :
(i) $\int_{0}^{\infty} \frac{\mathrm{dx}}{\left(\mathrm{x}^{2}+1\right)\left(x^{2}+4\right)}=\frac{\pi}{12}$
(ii) $\int_{0}^{\infty} \frac{\mathrm{dx}}{\left(\mathrm{x}^{2}+1\right)^{2}}=\frac{\pi}{4}$
(iii) $\int_{0}^{\infty} \frac{\mathrm{x}^{2}}{\left(\mathrm{x}^{2}+\mathrm{a}^{2}\right)^{2}} d x=\frac{\pi}{4}, a>0$
(iv) If $f(x)=\left\{\begin{array}{cc}1-|x|, & |x| \leq 1 \\ 0, & |x|>1\end{array}\right.$, Prove that $\int_{0}^{\infty} \frac{(1-\cos \mathrm{x})^{2}}{x^{4}} d x=\frac{\pi}{6}$

UNIT-V

## APPLICATIONS OF PDE

unit-5
Applications of partial diffexential equeation

Classification of portial differential equationl of the second ordor:
The general second ordor linear partial disterential evuation intwo independent variable is of the form

$$
A(x, y) \frac{\partial u_{1}}{\partial x^{v}}+B(x, y) \frac{\partial r_{1}}{\partial x \partial y}+C(x, y) \frac{\partial y_{y}}{\partial y^{v}}+0 \frac{\partial u_{1}}{\partial x}+E \frac{\partial u}{\partial y}+F u 20
$$

which can be written as

$$
A u_{x} x+B u x y+\text { Cuyy }+F(x, y, 4,4 x, 4 y) 20
$$

What $A, B, C, D, E_{1 F}=$ are all functiond of $x \not y y$
A partial Difforntial equation of the form ( 1 ) is sevid to be
(i) Elliper if $B^{2}-4 A C l 0$ at a point inthe $(x, y)$ plane (Laplaceerm)
(ii) parabolic if $B^{2}-4 a C=0$ ata point the $(x, y)$ plane (Heat equant)
(iii) Hyporbolic if $B^{3}$-4ac>0 at the point in Criy) plane (weanearn)

Examples (1) considin $4 x x+44 x y+24 y y-4 x+24 y=0$
there $B^{2}-4 a C=16-1620$ Hence itie parabolicem
(2) Consider $x^{2} 4 x x+\left(1-y^{2}\right) 4 y y=0 ;-2<x<\infty,-1<y<1$

$$
\text { Here } B^{\prime}-\operatorname{ten}=20^{2}-4 x^{2}\left(1-y^{2}\right)<0 \quad \therefore \quad y<1
$$

tonce it in an elliptic equation
(3) $\left(1+x^{2}\right) 4 x x+\left(5+2 x^{2}\right)^{2} 4 x y+\left(4+x^{2}\right) 4 y y=0$

$$
B^{2}-\sec =\left(5+2 x^{2}\right)^{2}-4\left(1+x^{2}\right)\left(4+x^{2}\right)=9>0
$$

Hemce it ie Hyperlodic
Method of separetion of voriables
solve $\frac{\partial u}{\partial x}=2 \frac{\partial u}{\partial t}+4$ whire $u(x, 0)=6 e^{-3 x}$
(ar) Slove by the method of separation of variabsed $u x=24 t+u$ whre $u$ oyjo) $=6 e^{-3} n$

Solm: we have to sind $u(x, t) \rightarrow \frac{\partial u}{\partial x}=2 \frac{\partial u}{\partial t}+u$
subject to the condition $u(x, y)=G e^{-i x}$
fromer

$$
\begin{equation*}
u(x, t)=x(x) T(t) \tag{3}
\end{equation*}
$$

(3) is a solm of (1) $\&(3)$ mult sutiety the eam we have $\frac{\partial u}{\partial x} z X^{\prime}(x) T(t) \frac{\partial_{0}}{\partial t} 2 x(x) T^{\prime}(t)$

$$
u(x, 0)=6 e^{-3 x} \text { weset }
$$

$$
C e^{\lambda x}=6 e^{-3 x}
$$

$$
\lambda=-3, c 26
$$

Hence requised somil

$$
\begin{aligned}
& u(x, y)=6 e^{-3 x} e^{-2 t} \\
& \text { i. eucxit) }=6 \bar{e} \text { (3xvet })
\end{aligned}
$$

$$
\begin{aligned}
& \text { usiong (3) } t \text { (4) inc(1) weset } \\
& x^{\prime}(x) T(t)=2 x(a)^{T}(t)+x(x)^{T(t)} \\
& x^{\prime}(x) T(t)=x(x)\left\lfloor 2 T^{\prime}(t)+T(t)\right] \\
& \text { (or) } \frac{x(x)}{x(x)}=\frac{2 T^{\prime}(t)+T(t)}{T(t)} \\
& \therefore \frac{x^{\prime}(x)}{x(x)}=\frac{2 T^{\prime}(t)+T(t)}{T(F)}=\lambda \\
& \text { i.e } x^{\prime}(x) \rightarrow x(x) 20 \Rightarrow x(x)=A e^{\lambda x} \\
& \Rightarrow 2 \tilde{T}(t)+T(t)=\lambda T(t) \\
& \Rightarrow T^{\prime}(t)+\frac{(1-\lambda)}{2} T(t) \geq 0 \\
& T(H)=B e^{(\lambda-1) t / 2} \\
& u(x, t)=A e^{\lambda x} \cdot B e^{(\lambda-1) t / 2} \\
& \text { i.e } u(x, t) 2 c e^{\lambda x} \cdot e^{(\lambda-1) t / 2}
\end{aligned}
$$

(i) solve $\frac{\partial u_{1}}{\partial x},=\frac{\partial u}{\partial y}+2 u$ in the form $u_{2} f(x) g(y)$
obtain the solution Satisfying $420, \frac{\partial y}{b x}=1+e^{-3 y}$ when wa so for all valued of 'y'
(or) Solve $u_{x \times 2}$ by +24 with $u(0, y) 20 \neq \frac{a_{1}(0, y)}{\partial x} 1^{-3 y}$
Sols: Let $4_{2} x(x) y(y)$ be the som of the given eger. then

$$
\left.\begin{array}{rl}
\text { wharve } & \frac{\partial^{v} u}{\partial x^{\prime}} \\
=x^{\prime \prime}(x) y(y) \\
& \frac{\partial u}{\partial y}
\end{array}\right) x(x) y^{\prime}(y)
$$

them

$$
\begin{gathered}
\frac{\partial y}{\partial y}=x(x) y^{\prime}(y) \\
x^{\prime \prime}(x) y(y)=x(x) y^{\prime}(y)+2 x(x) y(y) \\
\left(x^{\prime \prime}(x)-2 x(x)\right] y(y)=x(x) y^{\prime}(y) \\
\frac{x^{\prime \prime}(x)-2 x(x)}{x(x)}=\frac{y^{\prime}(y)}{y^{\prime}(y)} \\
\frac{x^{\prime \prime}(x)-2 \lambda(x)}{x(x)}=\frac{y^{\prime}(y)}{y(y)}=\lambda \\
x^{\prime \prime}(x)-2 x \sqrt{x)}=\lambda x(x) \\
x^{\prime}(x)-(\lambda+2) x(x /=0 \\
\therefore x(x)=A e^{\sqrt{\lambda+2}=x}+B e^{-\sqrt{x+2 \cdot x}} \\
x^{\prime}(y)-\lambda y=0=\therefore y(y)=C e^{\lambda y}
\end{gathered}
$$

Thus $u(x, x)=\left(A e^{\sqrt{(\lambda+2})}+B-\sqrt{\lambda+2} x\right) e^{\lambda y}$

$$
\begin{equation*}
\text { w.kT } \frac{\partial y}{\partial x}=1+e^{-3 y} \text { for } x=0 \forall y \tag{1}
\end{equation*}
$$

Hence in the sold we must have coy $\$ e^{-3 y}$
$\therefore \lambda$ values are chooun $\lambda 20\rangle \lambda_{2}-3$

$$
\begin{align*}
& \begin{array}{l}
\left.\therefore=1 A e^{\sqrt{2} x}+B e^{\sqrt{2} x}\right) e^{0: y} \\
4=1
\end{array}  \tag{2}\\
& =40, y)=0 \quad \forall y . \\
& \therefore A+B=0
\end{align*}
$$

pidff with r toi $(2)$ inem(2)

$$
\begin{gathered}
\frac{\partial y}{\partial x}=\sqrt{2}\left(A e^{\sqrt{2} x}-B e^{-\sqrt{2} x}\right) \\
\therefore \frac{\partial 4}{\partial x}=1 \quad \forall x=0 \\
\therefore \sqrt{2}(A-B) 21 \\
A-B_{2} 1 / \sqrt{2} \\
A+B_{2} 0 \\
A=\frac{1 / 2 \sqrt{2}}{}+B_{2}-\frac{1}{2} \sqrt{2} \\
4_{1}=\left[\frac{1}{2 \sqrt{2}} e^{\sqrt{2} x}-\frac{1}{2 \sqrt{2}} \bar{e}^{\sqrt{2} x}\right) 1=1 / \sqrt{2} \sin \sqrt[n]{2} x
\end{gathered}
$$

$\therefore$ consider $(1)$ coith $\lambda_{2}-3$

$$
u_{2}\left(A e^{\sqrt{-1} x}+B e^{-\sqrt{-1} x}\right) e^{-3 y}
$$

$$
\begin{aligned}
& u=A^{+}+\cos x+B^{2 x} \sin x e^{-3 y} \\
& 0=A^{-1}=0
\end{aligned}
$$

$$
u_{2} b^{x}+\sin x e^{-3 y}
$$

$$
\Rightarrow \frac{\partial u}{\partial x}=B T \cos x e^{-3 y}
$$

$$
\therefore\left(\frac{\partial y}{\partial x}\right)=20^{2} e^{-8 y} x y
$$

$$
\therefore B x e^{-3 y}=e^{-3 y} d y
$$

$$
y=B^{*}=1
$$

$$
u_{2}(x, y)=\sin x \cdot \cdot e^{-x y}
$$

$$
\therefore 4(x, y)=1 / \sqrt{2} \sinh \sqrt{2} x+e^{-3 y} \sin x
$$

ONE DIMENSIONAL WAVE EQUATION

$$
\text { sotn of em } \frac{\partial x^{\prime}}{\partial x^{v}}=1 e^{v} \frac{\partial y}{\partial t} \Rightarrow \frac{\partial^{2} u}{\partial t^{2}}=2 C^{v} \frac{\partial y}{\partial x} v
$$

whive $c^{2} 2 \pi / m$
Tz tension in the string ou the any point $i \mathrm{~m}$ is mase porunt legigth oftte string
Soln of the ern(1)il

$$
\frac{\partial y}{\partial x^{2}}=1 / c^{2} \frac{\partial y}{\partial t} v
$$

1 Atigtitly stretched string with fred end pointy is $x=0$ \& $x_{2} 1$ is initially at rest in its evmilibricum position If it ie set to vibrate by giving each of its points a velocity $\lambda x(L-x)$, find the displacement of the strong at any diltunce $x$ from one end at any time is
(OR)
A String ir stetched and fattened to two points at $x_{2} 0$ A $x_{2} l$. Motion is started by depplacing the string into the form $y>k(1 x-x v)$ from which itil released at time 0 find the displacement of any point on the strong at a dietunce of il form one end at time'
soles using the dieplacement $y(x, t)$ is given by

$$
\begin{align*}
& \frac{\partial y}{\partial x^{2}}=1 / c^{2} \frac{\partial y}{\partial t} \\
& y(0, t)=0 \quad \forall t  \tag{2}\\
& y(L, t) 20 \forall t  \tag{3}\\
& y(x, 0) 20 \forall 0 \leq x \leq l  \tag{4}\\
& f\left(\frac{\partial y}{\partial t}\right)_{t r o}=\lambda x(1-x) \text { for } 0 \leq x \leq 1
\end{align*}
$$

G.S for (1) using (2) (3) are have

$$
\text { for (1) uni (2 )ts } y(x, t)=\sum_{m=1}^{n}\left(\operatorname{cn} \cos \frac{n \pi c t}{L}+p_{n} \sin \frac{n \pi c t}{L}\right) \sin \frac{n \pi x}{L}
$$

using condition (4) $\sum c_{n} \sin \frac{n \pi x}{c}=0,0 \leq x \leq 1$
Hence Cn 20 tn

$$
\operatorname{Dn} 2 \frac{2}{x \pi c} \int_{0}^{1} \lambda x(1-x) \sin \frac{n \pi x}{L} d x
$$

$$
\begin{aligned}
\frac{2 \lambda}{\operatorname{mic}}[x(1-x) & \frac{\left(-\cos \frac{n \pi}{c}\right)}{\frac{2 \pi}{2}} \\
& \left.+(-2 x) \frac{\left.(-2) \frac{\sin 2 \pi}{2}\right)}{\frac{\cos \frac{\cos \pi}{2}}{(3}}\right]_{1}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{2 \lambda}{m \pi c}\left\lfloor\frac{-2 c^{3}}{n^{3} \pi^{3}} \cos n \pi+\frac{n^{3} \pi^{3}}{}\right\rfloor \\
& =\frac{2 \lambda}{m \pi} \cdot \frac{2 c^{3}}{n^{3} \pi^{3}}(1-\cos n \pi)=\frac{4 c^{3}}{n^{4} \pi^{4} c}(1-\cos n \pi) . \\
& \text { if nix even } n_{n}=0
\end{aligned}
$$

If nile odd $n=2 m+1$

$$
\begin{aligned}
& \left.D_{2 m+1}=\frac{4 \lambda 3^{3}}{(2 m+1)}\right)^{4} \dot{C}^{2} \quad \frac{8 \lambda 1^{3}}{(2 m+1)^{4}} \pi^{4} C
\end{aligned}
$$

(2) A tightly streched strong of length ic has it end fastened at $x_{2} 0, x_{2}$, The midpoint of the string is then taken to height ' $h$ ' and then released from rest in that position find the lateral displacement of the point of the string at time if from the instant of release

Sols tet $y(x, t)$ is displacement of the strong The initial dieplaferent le given by $A A B$ Equation of $O A$ is

$$
\begin{aligned}
& y \rightarrow 0=\frac{h-0}{1 / 2-0}(x-0) \\
& \Rightarrow y=\frac{2 h x}{c} x \\
& \text { en of } A B \text { is } \\
& y-h=\frac{0-h}{1-L_{2}}\left(x-L_{2}\right) \Rightarrow y h=(-h)^{\frac{2}{c}}\left(x-y_{2}\right) \\
& y=h-\frac{2 h}{c}(x-y / 2)=h(1-2 / 1(x-1 / 2)] \\
& h\left(1-2 / c^{x+1}\right)=h\left(2-2 / c^{x}\right) \\
& =2 h(1-x / c)=\frac{2 h}{c}(1-x)
\end{aligned}
$$

There the one-dinemerconal wave ern

$$
\frac{\partial^{2} y}{\partial t^{2}} z^{2} \frac{\partial^{2} y}{\partial x^{2}}
$$

with boundray andition $y(0, t)=0, y(l$, thin 0 with intial dieplacenent $y(x, 0)=f(x),\left\{\begin{array}{l}\frac{2 h}{L} x \text { if } 0 \leq x \leq \varphi_{2} \\ \frac{2 h}{L}(1-x) \text { if } y_{2} \leq x \leq 1\end{array}\right.$

$$
\text { and }\left(\frac{d y}{d t}\right)_{t=0}=0
$$

The som of (1) satiefying the cbive boundery conditione and imitial conditione ie givenby

$$
\begin{equation*}
y(x, t)=\sum_{m=1}^{x} A \sin \left(\frac{m \pi x}{c}\right) \cos \left(\frac{m \pi a t}{c}\right)- \tag{-2}
\end{equation*}
$$

whre

$$
A_{n} z^{2} / c \int_{0}^{1} f(x) \sin \left(\frac{n+x}{r}\right) d x
$$

$$
\begin{aligned}
& 2 / L\left[\int_{0}^{4 / 2} \frac{2 h}{L} x \sin \left(\frac{r \pi x}{L}\right) d x+\int_{4 / 2}^{1} \frac{2 h}{L}(c-x) \sin \frac{\cos x)}{1} d x\right. \\
& 2 / L \cdot \frac{2 n}{L} \sqrt{x}\left(\frac{-\cos \frac{n \pi x}{L}}{n \pi / L}\right)-1 \cdot\left(\frac{-\sin \frac{n \pi x}{L}}{\sin ^{2} \pi / i}\right)_{0}^{1 / 2} \\
& \left.H(1-x) \frac{-\cos \frac{n \pi x}{L}}{\pi / L}-(-1)\left[-\frac{\sin \frac{n x x}{L}}{\sin ^{2} x^{2} / c-1}\right]\right]^{\circ} L
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.=\frac{4 n}{L^{2}}\right]-\frac{i^{2}}{2 n \pi} \cos \frac{n \pi}{2}+\frac{i^{2}}{n^{2} \pi^{2}} \sin \frac{n \pi}{2}\right\} \\
& +\left\{0+0+\frac{c^{2}}{2 m \pi} \cos \left(\frac{m \pi}{2}\right)+\frac{0}{n^{2} \pi} \cdot \sin \left(\frac{\partial \pi}{2}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{4 h}{L^{2}}\left[\frac{2 L^{2}}{m^{2} \pi^{2}} \sin \left(\frac{m \pi}{2}\right) \sqrt{2} \frac{8 h}{m^{2} \pi^{2}} \sin \left(\frac{n^{2}}{2}\right)\right. \\
& A n=\frac{8 h}{n^{2} \pi} \sin \left(\frac{m \pi}{2}\right)
\end{aligned}
$$

Sub the valued of $A$ in (2) we get

$$
\begin{aligned}
& y(x, t)=\sum_{m=1}^{\infty} \frac{8 h}{n^{2} \pi} \sin \left(\frac{m \pi}{2}\right) \sin \left(\frac{n \pi x}{l}\right) \cos \left(\frac{m \pi a t}{c}\right) \\
& =\frac{8 h}{\pi^{2}}\left(\frac{1}{l^{2}} \sin \left(\frac{\pi x}{c}\right) \cos \left(\frac{\pi a t}{c}\right)-\frac{1}{3} \sin \left(\frac{3 \pi x}{L}\right) \cos \frac{3 \pi a t}{L^{t}}\right.
\end{aligned}
$$

ONE DIMENSIONAL HEAT CONDUCTOR EQUATION
Them of the (OR) DIFFUSION EQUATION
form $\frac{\partial \psi}{\partial x^{N}}=1 / c^{N} \cdot \frac{\partial u}{\partial t}$
(or ) $\frac{\partial u}{\partial t^{2}} c^{2} \frac{\partial u}{\partial x^{2}}$
$c^{v}=k / P S$, $\& c^{N}$ ir called the diffusivity the substance
The erna) is called one dimensional heat flow eon or diffusion em solution of (i) using Method of separation of variables
problems:
(1) Find the temperature $u c x, t$ ) in abbr of of length -L' which ie perfectly issei insulated caterally it whole end of A are kept at $0^{\circ} \mathrm{C}$, given that the initial temperature ot any post ' $p$ ' of the rod (where $o p_{2} x$ ) if given at $u(x, 0)=f(x)(0 \leq x \leq 1)$

Sol: The temperature distribution $u(x, t)$ is,

$$
\begin{equation*}
\frac{\theta^{2} u}{\partial u^{v}}=1 / c^{v} \frac{\partial u}{\partial t} \tag{1}
\end{equation*}
$$

$$
\begin{aligned}
& u(0, t)=0 \quad \forall t) \\
& u(1,+1) 0 \text { (2) } \\
& u(x, 0)=\text { fox) for } 0 \leq x \leq l
\end{aligned}
$$

The solm of the problem is

$$
u(x, t)=(A \cos p x+B \sin p x) e^{-D^{2} c^{2} t}
$$

using condition(2)

$$
\begin{aligned}
u(0, t) 20 \Rightarrow & A e^{p^{2} c^{2} t} 20 v t \\
& \therefore A=0 \\
u \text { covt) } & =B \sin p x e^{2} p^{2} t
\end{aligned}
$$

urimg (3) condition

$$
\begin{aligned}
& u(l, t) 20 \\
& B \cdot \operatorname{simpl} \cdot-p^{2} c^{2} t \\
& 20 \\
& \Rightarrow \operatorname{sinpl} 20 \\
& \Rightarrow p l_{2} n \pi \text { whine nie ive integen }
\end{aligned}
$$

Theus $p=r \pi / L$ whene $n 21,2,3 \ldots$
Thue solm of(1) ratisfying condition (2)t(8)

$$
u(x+t)=B_{n} \sin \left(\frac{2 \pi x}{l}\right) e^{e^{n} \pi^{2} c^{2} \cdot t} \text { for }
$$

Hencer if $u_{1}(x, t), u_{2}(x, t), u_{3}(x, t) \cdots$
care soime of (1) Satietying (2)f(3) conditions
The mart general somif( sutiefying EAt is

$$
\sum_{n, 1}^{\Delta} u_{n}(x, t)
$$

$\therefore$ Hence the molt gemeral som of(1)
satilfying conditions (2) f(5) is

$$
\begin{equation*}
u(x, t)=\sum_{n=1}^{\kappa} 3 n \sin \frac{n \pi x}{c^{v}}+ \tag{5}
\end{equation*}
$$

$\therefore$ Bnare arbitarany constants to be determined
uring condition (4)
whiong condition (4) (i.e) ucxco) zfons. putwing tzo $\sum_{n=1}^{\text {N}} B_{n} \sin \frac{\sin x}{L} 2 f(x), 0 \leq x \leq 1$

$$
\therefore B_{n}=2 / L \int_{0}^{1} f(x) \sin \frac{m \pi x}{L} d x \text {, }
$$

(2) Solve the one dimentional heat flow an $\frac{\partial u}{\partial t} \mathrm{cc}^{2} \frac{\partial u_{1}}{\partial n^{\prime}}$ gluen that $u(0, t) i_{0}, u(L, t)=0, t>0 \& u(x, 0)=$

$$
3 \sin \left(\frac{\pi x}{2}\right), 0<x<2
$$

Solng Let $u(x, t)=x(x) T(t)$ be the soln of the egm

$$
\frac{\partial u}{\partial t}=c^{v} \frac{\partial^{v} u}{\partial x^{v}}
$$

siven $u(0, t)=0, u\left(l, t 120, t \rightarrow 0 t u(x, 0)=3 \sin \frac{A y}{c}\right.$ $0<x<1$
u2 $\times T$ put inct

$$
x T^{\prime}=C^{2} x^{\prime \prime} T
$$

$\frac{x^{n}}{x}=1 / c^{2} \cdot \frac{T^{1}}{T}=\lambda$ (suy) whe $\lambda i l a$ constant

$$
\begin{equation*}
x^{n}-\lambda x=0 \tag{2}
\end{equation*}
$$

I (3) casks whave तie inve it zeroite(or ) Nive
casei $\gg 0$, set $\lambda=p^{2}$
then (2) $t$ (3) becomed $x^{\prime \prime}-p^{\prime} \times=0$

$$
\ell T^{1}-C^{N} p^{N} T=0
$$

solving these differential errl, weset

$$
\begin{equation*}
x=A, e^{p x}+B_{1} \mid e^{D x} \& T=c_{1} e^{P^{N} \tilde{L} t} \tag{4}
\end{equation*}
$$

Caseii tet two
Then (2) \&(3) becomer $x^{\prime \prime} 20+T^{1} 20$
Slove then differm weset

$$
\begin{equation*}
x_{2} A_{2}^{x}+B_{2}^{x} x+2+2 C_{2} \tag{5}
\end{equation*}
$$

comparing cofficuients of different tomb la $B_{1}=3, B_{2}=B_{3} B_{4}=\cdots-0$
Hence $u(x, t)=3 \sin \left(\frac{\pi x}{c}\right) e^{-\pi^{2} C^{2} / 2}$ which is required son
(3) Derive the complete solution for the one dimensional treat eam with zero boundary conditions problem with initial temperature $u(x, 0)=x \cdot(x \rightarrow x)$ in the interval $\mathrm{CO} L$ ) sols The initial fowndany value problem consietry of (i) PD PIE heat eam $\frac{\partial u}{\partial f}=\frac{N \partial y}{\partial x^{v}}$
(ii) zero Bowondy conditions $u(x, 0) 20,4(L, 0)=0 \quad \forall t$
(iii) Initial condition $u(x, \sigma)=x(L-x), 0<x<l$

Thus we have to find atemporature function uexit) Sutiltying the differential evn(i) subject to be boondryy (ii) and the initial condition( iii) Now the 50 m of (i) is the form

$$
\begin{equation*}
u(x, t)=\left(c_{1} \operatorname{cosp} x+c_{2} \sin p x\right) e^{c^{2} p^{2} t} \text {. } \tag{1}
\end{equation*}
$$

By uco,t 1 so we have

$$
O=c_{1} e^{-c^{2} p^{\nu} t} \forall t
$$

$$
\Rightarrow C_{120}
$$

Now (1) recur to

$$
u(x \mid t) 2 c_{2} \sin p x e^{-c^{2} p^{2} t}
$$

By ucc,t) 20 we have
$02 C_{2} \sin p L e^{c^{2} p v} \forall \leftarrow$

$$
\operatorname{sinpL} 20\left(\because c_{2} \neq 0\right)
$$

$\Rightarrow P L=2 \pi$ (or) $P=\frac{n \pi}{L}$ when in' ix dy integer

Hemce (2) rediced to

$$
u(x, t)=b n \sin \frac{n \pi x}{L} e^{c^{2} \sin ^{2} t / c^{N}}
$$

whre ton $2 C$
Adding All such solvers
The Gemeral solmieft', satirfying the bowndary Conditiont (ii) is
put

$$
\begin{aligned}
u(x, t) & =\sum_{m=1}^{k} b_{n} \sin \frac{n \pi x}{L}, e^{c^{2}} m^{N} \pi^{N} \\
\quad t & =0, u(x, 0)=\sum_{m=1}^{N} b_{n} \sin \frac{m \pi x}{L}
\end{aligned}
$$

In ordor that the imitine condition iii) may be satisefrat
(iii) and (4) munt be same $\$$ This reguiver the expansion of $x(2-x)$ at a half-range fowies sixe serier $1 m(0, L)$ Thus

$$
\begin{gathered}
\left.=2 / L\left\{0+0-\frac{2 \theta^{3}}{n^{3} \pi^{3}} \cos n \pi\right\}-30+0-\frac{213}{n^{3} \pi^{3}}\right\} \\
22 / L \cdot \frac{23^{3}}{n^{3} \pi^{3}}\left(1-(-1)^{n}\right]
\end{gathered}
$$

$$
\left[(-x)=\left\{\begin{array}{l}
\text { oif } n \text { is even } \\
\frac{8 L^{2}}{n^{3} k^{3}} \text { if mil odd }
\end{array}\right.\right.
$$

Hence (3) sives

$$
\begin{aligned}
& u(x, t)=\frac{8 L^{2}}{\pi^{3}} \sum_{n=1,3,5}^{\infty} \frac{1 / n^{3}}{} \sin \left(\frac{m a x}{L}\right) e^{e^{N} \operatorname{con}^{2} t / L^{2}} \\
& u \text { (rat) }=\frac{8 N^{2}}{\pi^{3}} \sum_{n=1}^{\alpha} \frac{1}{\left(n^{n-1}\right)^{3}} \sin \left(\frac{(2 n-19 x x}{2}\right] e^{(2 n-1)^{2} \pi^{2} t / L^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& x(t-x)=\sum_{n=1}^{\infty} \sin \sin \frac{\operatorname{sit} x}{L} \text { whure } \operatorname{ton} 22 / L \int_{0}^{L}\left(L x-x^{2}\right) \sin \left(\frac{\sin x}{2}\right) d x \\
& 2 / L\left(2 x-x^{2}\right) \cdot \frac{\cos ^{n+2} \frac{0}{2}}{3 \pi / L}-(1-2 x) \frac{\sin \frac{\pi x x}{L}}{\sin ^{2} \pi^{2} / L^{2}} \\
& \left.+(-2) \frac{\cos \frac{\sin x}{2}}{n^{3} \pi^{3} / L^{3}}\right]
\end{aligned}
$$

