
UNIT –I 

(FUNCTIONS COMPLEX VARIABLES) 
 

 Defn: A number of the form x+iy , where x and y are real numbers and i= )1(  is called a 

complex number.x is jcalled the real part of x+iy and y is called the imaginary part 
written R(x+iy), I(x+iy) respectively. 

 Properties: 
1) If x+iy=u+iv then x-iy=u-iv 
2) Two complex numbers x+iy and u+iv are said to be equal where R(x+iy)=R(u+iv) is x=u, 

I(x+iy)=I(u+iv) i.e y=v 
3) Sum, difference, product and quotient of any complex numbers is itself a csomplex 

number. 
4) Every complex number x+iy can always be expressed in the form )sin(cos  ir   

    Defn: The number 
22

yxr   is called the modulus of x+iy and is written as mod(x+iy) or 

(x+iy) the angle   is called the amplitude of argument of x+iy and is written as amp(x+iy) or 

arg(x+iy). 

     Evidently, the amplitude  has an infinite number of values. The value of  which lie   

      between – and  is called the principal value of the Amplitude. 

    If the conjugate of Z =  x+iy be Z  then R(Z) =  )(
2
1 ZZ   and I(Z) = )(

2
1 ZZ
i

  

   |Z| =    )()( 22
ZIZR     =     | Z | 

   |Z|
2
=  Z Z  

   2121 ZZZZ   

   2121 ZZZZ   

  
2

1

2

1

Z

Z

Z

Z









 where  2Z   0 

   The point whose Cartesian coordinates are (x,y)    uniquely represents the complex number z = 

x+iy on the complex plane Z. The diagram in which the representation is carried out is called the 

argand’s diagram. 

    If  Z1,Z2  are two complex numbers then 

1.      2121 ZZZZ   

2.     2121 ZZZZ   

In general  |Z1+Z2+……+Zn|  |Z1| + |Z2| +……+ |Zn| 



3. amp (Z1Z2) = amp (Z1) + amp (Z2) 

4. |Z1/Z2|=|Z1| / |Z2| 

5. amp (Z1 / Z2) = amp (Z1)-  amp(Z2) 

   Demoivre’s theorem: If  n be I)  an integer positive or negative  then  

   (Cos  +isin)
n
 = cos n +isinn 

  If   x and y are real variables then z = x+iy is called complex variable. If corresponding to each 

value of the complex variable z(= x+iy) in a region R there corresponds one or more values of 

another complex variable w (= u+iv) then w is called a function of complex variable z and is 

denoted by w =f(z) = u+iv where u,v are real and imaginary parts of w and the function of real 

variables    

                w =f(z) =u(x,y)+iv(x,y) 

  If to each value of z there corresponds one and only one value of w then w is called a single valued 

function of z. 

 If to each value of z there corresponds more than one value of w then w is called multi      

    valued function of z 

  To represent  w =f(z) graphically, we take two argand diagrams one to represent the point z and the 

other to represent the point w 

 The distance between the point z and ‘a’ is denoted by |z-a| 

 A circle of radius ‘d’  with  center at ‘a’ is denoted by |z-a| = d. 

 The inequality |z-a|< d denoted by every point inside the circle C: |z-a|<d i.e., it represents the interior 

of the circle excluding its circumference. The interior of the circle including its circumference is 

denoted by |z-a|  d. 

 The Neighborhood of a point ‘a’ is represented by the inequality |z-a|<d. 

 |z-a| >d represents the exterior of the circle with center at ‘a’ and radius ‘d’. 
 The region between two concentric circles of radii  d1 and d2 ( d1 > d2) can   be represented by   d1 <|z-a| 

<d2 

 The equation |z| =1 represents a unit circle about origin. 

 If there exists a circle with center at origin enclosing all points of a region R then R is said to be bounded. 

 If a region is defined to include all the points on its various boundary curves, it is said to be closed. 

 If R contains none of its boundary points, it is said to be open. 

 A set of points in the complex plane S is called open if every point of S has a ngd. All the points of which 

belong to S. 

 A set of points in the complex plane S is called closed if the points which do not belong to S  form an 

open set S. 

Limit  of f(z):  A   function w= f(z) tends to the limit  ‘’ as z approaches a point z0 along any path, if to ‘ 
each positive arbitrary number , however small there corresponds a positive number , such that |f(z)- | 

<  whenever 0<|z- z0|< 

i.e.,  - < f(z) <  + whenever z0- <z< z0+ , z  z0 

We write 


lim
0zz

 

 In real variables x x0 implies x approaches x0 along the line either from left or right. 



 In complex variables z z0 implies z approaches z0 along the path (straight or curved) since  a 

complex plane can be joined by infinite number of curves. 

Continuity of f(z): A single valued function f(z)  is said to be continuous at a point z = z0  if 

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 f(z0) 

 A function f(z) is said to be continuous in a region R in the Z-plane if it is continuous at every point of the 

region. 

 If w= f(z)= U(x,y)+iv(x,y) is continuous at z= z0 then u(x,y) and v(x,y) are also continuous at  z= z0 i.e., at x= 

x0  and y=y0.  

Conversely, if  u(x,y) and v(x,y) are continuous at (x0,y0) then f(z) will be continuous at z=z0 

 Sum, difference and product of two continuous functions is continuous .Quotient function of two 

continuous if exists then it is also continuous .If f(z) is continuous |f(z)| is also continuous. 

 

Differentiablity: 

 A single valued function f(z) is differentiable at the point z=z0 is denoted by  f ‘(z) or 
dz

dw
 and is defined 

by the equation f 
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   provided the limit exists. 

Analytic function: A  single valued function f(z) is said to be analytic at a point z0 if it has a unique derivative 

at z0 and at every point in the neighborhood of z0 

Cauchy-Riemann Equations: 

Cartesian form: The necessary and sufficient condition for for function w=f(z) to be analytic  in a Region R 

are      a) The four first order derivatives 
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 The conditions given in  b) are called cauchy-Riemann equation  or  C.R. Equations. 

Polar form: Let (r,) be the polar co-ordinates of the point whose Cartesian co-ordinates are (x,y)  with x = r 

cos  y = r sin.The C.R. Equations are 
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Harmonic Function: Any function (x,y) which possess continuous partial derivatives of the first and second 

orders and satisfy Laplace equations   0
2

2

2

2











yx


 is called Harmonic function. 

Conjugate Harmonic function: If a function u(x,y) is Harmonic in the domain and if we find another 

Harmonic function v(x,y) such that they satisfy the cauchy- Riemann  equations and Laplace equations then 

we say  v(x,y) is harmonic conjugate of u(x,y). 

Properties of Analytic Functions:  



 An analytic function with constant real part is constant. 

 An analytic function with constant imaginary part is constant. 

 An analytic function with constant modulus is constant. 

 The real and imaginary parts of an analytic functions are harmonic 

 Every analytic function f(z) = u+iv defines two families of curves u(x,y) = c1 and  

      v(x,y) =c2  forms an orthogonal system. 

 An analytic function can be easily constructed by using Milne –Thomson method. 

      

Elementary functions: 

     Sin  = (e
i

 - e 
-i

 )/2         cos = (e
i

+e
- i

)/2 

     Sin ix = i sinh x                cosix = coshx 

     Sinh ix = isinx                  coshix = cosx   

     Tanix =itanhx                   Tanhix = i tanx 

Complex potential function:  The analytic function w = (x,y)+i(x,y) is called complex potential function. Its 

real part  (x,y) represents the velocity potential function and its imaginary part (x,y) represents the 

stream function.  

      Both  , satisfy Laplace equation. Given any one of them we find the other. 

Essay Questions: 

1.  Separate the real and imaginary parts of   a)   tan(x+iy)     b)   sec(x+iy) 

2. Find the general values of log(1+i) 

3. Find all the roots of sinz =2 

4. Find the values of i
i
 and log(i

i 
) 

5. State and prove the necessary and sufficient condition for analyticity. 

6.  Show that both real and imaginary parts of an analytic function are harmonic 

7. Prove that every analytic function  f(z) = u+iv defines two families of curves u(x,y)=c1 and  v(x,y) = c2 

forming an orthogonal system. 

8. Define Cauchy-Reimann equations in polar form. 

9. Prove that the function f(z) defined by      f(z) =
22

33 )1()1(

yx

iyix




      (z  0) , f(0) = 0 is continuous and 

the cauchy-Riemann equations are satisfied at origin. 

10. Show that u = sinx cushy +2 cosx sinhy+x
2
-y

2
+4xy satisfy laplace equations. Find the corresponding 

analytical function. 

11. Find the analytic function whose real part is u = e
x
[ (x

2
-y

2
)cosy –2xysiny] 

12. If   w =  +i represents the complex potential transform electric field and 



        = x
2
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2
+
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. Determine the function  

13. If  w = logz . Find dw/dz  and determine where w is not analytic. 

14. Find the conjugate harmonic function of the harmonic function     u = x
2
-y
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15. If   f(z) = u+iv is analytic the prove that     a)  
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16. If f(z) = u+iv is an analytic function of z and if u-v = e
x
 (cosy-siny) find f(z) in terms of z. 

17. S.T the function f(z) = |z|
2
 is differentiable only at the origin  

18. S.T  the following functions are harmonic and also find the conjugate harmonic function  

       i)u = )log(
2

1 22
yx    ii) u =4xy-3x+2  iii)u = e

2x
(xcos2y-ysin2y) 

19. .Find the analytic function whose imaginary part is e
-x

(xcosy+ysiny) 

20. If f(z) is analytic function with constant modulus  s.t  f(z) is constant 

21. If the potential  function is log( )22
yx   find the flux function and the complex potential function 

22. S.T u = e
-2xy

sin( )22
yx   is harmonic find the conjugate function v and express u+iv as an analytic 

function of z 

23. Determine whether the function sinxsiny-icosxcosy is analytic function of complex variable z = x+iy. 

24. S.T  f(z) =
42
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     z  0 & f(0) = 0 is analytic at z = 0 

25. S.T f(z) =xy +iy  is continuous every where but it is not analytic any where 

26. Find the analytic function w = u +iv  if u+v  = 
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27. If f(z) = u + iv is analytic function and u-v = 
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condition f(\2). 

 

 

 

UNIT-II 

(COMPLEX INTEGRATION) 
 
 

Complex Line integral: Let  f(z) be a function which is continous at all points on the curve C whose end 

points are A,B 



 Dividing the curve C into n parts  by the points z0  (= A),z1,z2,…..zn (=B). Let f(z) be defined at all these 

points.Let zr be a point on the arc joining  zr-1 to zr. Let zr-zr-1= zr. Define the sum Sn = 


n
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rr zf
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)(  the 

limit of the sum Sn as n tents to infinity and zr tends to zero if exists is denoted by 


C

b

a

dzzfordzzf )()( . This is called the line integral of f(z) along the curve C. 

Closed Curve: If the points z0  and zn coincide then curve C is closed curve. 

 The integral of closed curve is called the contour integral and is denoted by C dzzf )(  

Relation between real and complex line integrals: If Z= x+iy so that dz=dx+idy and f(z)= u(x,y) +iv(x,y) 

then the complex line integral 
C

dzzf )(  can be expressed as sum or difference of two line integrals 

of real functions as under 


C

dzzf )( =  
C

vdyudx )( +  i  
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udyvdx =  
C

idydxivu ))((  

 If f(z) =1 then we have 
C

dz ||  = 
C

ds =  where  is the length of the path of integration. 

 If C is a closed curve then 
C

dz =0 

 If C is a circle of radius r and center z0 and if n is an integer then  
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Essay Questions: 

 

1. Prove that  
C

i
az

dz
,2
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  

2. Prove that  
C

n
dzaz 0)( where n is any integer  -1 and C is a circle |z-a|=r 

3. Evaluate 



i

dzixyx

1

0

2 )(  along the line z= 0 to z =1+I 

4. Integrate f(z) =x
2
+ixy from A(1,1) to B(2,8) along the straight line AB 

5. Evaluate   dyyxdxxy )3()2( 2
 along the parabola x=2t, y=t

2
+3 joining the points (0,3) and 

(2,4) 

6. Evaluate   dyyxdxxy )3()2( 2
along the parabola x=2t y=t

2
+3 joining the points (0,3) and 

(2,4) 

 

Simply Connected Region: A region is said to be simply connected if any simple closed curve lying in R can 

be shrunk to a point with out leaving R 

Multiply connected region: A region that is not simply connected is called multiply connected region. 

Cauchy’s Integral Theorem: If f(z) is analytic function and f
1
(z)is continuous at each point with in or on a 

closed curve C then  
C

dzzf )( =0 

Extension of Cauchy’s Integral theorem: If C1 and C2  are two simple closed curves and if C2 lies entirely 

within the closed region between C1 and C2 then 
1

)(

C

dzzf = 
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C

dzzf both the integrals are taken 

in the same direction 

        If there are finite number of contours C1,C2……Cn with in C and f(z) is analytic in the region with in the 

region between  C1,C2……Cn then we have  




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dzzf +………+ 
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dzzf )( provided all the integrals are taken in 

same direction. 

Cauchy’s Integral formula: If  f(z) is an analytic function inside and on a simple closed curve C and z0 is any 

point within C then f(z0)=  
dz
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Derivative of an Analytic function: f(z0) =  
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Cauchy’s Inequality: If   |f(z)|  M along C the circle |z-z0| = 2 then  |f 
n
(z0)|  n! M/r

n
  where n=  0,1,2,…. 

Liouville’s theorem: If f(z) is analytic in the whole Z- plane and if |f(z)| is bounded for allz then f(z) must be 

constant 

 

Essay Questions 

1. Evaluate  




C

dz
z
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2
2

2

 where a) C is a circle |z-1| = 1    b)   C is a circle |z|=2 

2. If   f(a) = 

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C
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  where c is |z| =2. Find f(3), f(1)   f(1-I)  f
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3. Evaluate  
c

z
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 where c is the circle |z|=3 using cauchy integral formula 

4. State and prove Caucshy’s integral theorem. 

5. Establish Cauchy’s integral formula. 

6. Evaluate 





i

i

dziyx
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)12(  along two paths x=t+1, y=2t
2
-1. 

7. Evaluate dzz

c

 where C is 



(i) the line segment joining the points(1,1) and (2,4) 

(ii) the curve x=t, y=t
2
 joining the points (1,1) and (2,4). 

8. Evaluate 




c

dz
zz

z
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 is C is  (i) the circle |z+1-i|=2 (ii) the circle |z|=1 

                                                            (iii)the circle |z+1+i|=2. 

9. Evaluate 




c
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 where C is |z-i|=2. 

10. Evaluate 



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2 )(  along the line z= 0 to z =1+I 

11. Evaluate  
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 (COMPLEX POWER SERIES) 

Infinite series- Taylor’s and Laurent’s series. 

Taylor’s series : If a function f(z) is Analytic inside a circle ‘c’ whose center is ‘a’ then for all z inside c f(z)=


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1. Put z=a+h  (or) h=z-a 

        f(a+h)=  )(
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2. Put a=0  f(z)=  )0(
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fzf   is called Maclaurin’s series. 

 

Laurent’s series: 

  If f(z) is analytic inside and on the boundary of the ring stated region R bounded by two concentric circles c1 

and c2 of radii r1 and r2 ( r1 > r2) respectively having center at ‘a’ then for all z in R 



F(z)=  
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Essay Questions: 

1. Find the Laurents series expansion of 
)3)(1(

1

 zz
 in powers of (z+1) for the range 0<|z+1|<2 

2. Obtain the Taylor and Laurent’s series which represents the function 
)3)(2(

1



zz

z
n

 in the region I) 

|z|<2 (ii) 2<|Z|<3  (iii)|z|>3 

3. Expand cosz in Taylor’s series about z=
2
   

4. Expand the following function in Laurents series. 

(i)  
)2)(1(  zz

z
 about z=-2                (ii) 

2)1( z

e
z

 about z=1. 

5. Represent a function f(z)= 
)3)(1(  zz

z
 by a series of positive and negative powers of  

     (z-1) which converges to f(z) when 0<|z-1|<2. 

6. Expand f(z)= 
)2)(1(

1

 zz
 in the region 1<|z|<2. 

7. Expand f(z)= 
)2(

3
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z
 in the region(i) |z|=1 (ii) 1<|z|<2. 

 

Zeros and Singularities: 



Zeros of an Analytic function: A zero of an Analytic function f(z) is that value of z for which f(z)=0 

Singularities of an Analytic function : A singularity of a function is that point at which the function f(z) ceases 

to be analytic. 

Isolated Singularity : If z=a is a singularity of f(z) and if f(z) is analytic at each point in its neighbourhood then 

z=a is called an isolated singularity. 

 

Removable singularity f(z)= 



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n
n aza  The singularity can be removed by defining the function f(z) at 

z=a in such a way that it becomes analytic at z=a. 

 

Poles: If all the negative powers of (z-a) in 

 f(z)=  
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after the n
th

 we missing then the singularity at z=a is called a pole of order n. 

A pole of first order is called a Simple pole. 

Essential Singularity: If the number of negative powers of (z-a) in  

f(z)=  
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is in finite then z=a is called an essential singularity in this case )(lim zf

az
 does not exist . 

Residues: The coefficient of (z-a) in the expansion of f(z) around an isolated singularity is called the 

residue of f(z) at that point and is written as )(Re zfs
az

 

Evaluation of Residues:  

1. If f(z) has a simple pole at z=a then )(Re zfs
az

= )()(lim zfaz
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
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2. Suppose f(z) =
)(

)(

z

z




 where )()()( zFazz   where F(a) 0 then )(Re zfs
az

=
)(

)(

a

a





 

3. Let z=a be a pole of f(z) of order m then 

   )(Re zfs
az

=  )()(
)1(

1
1

1

lim zfaz
dz

d

m

m

m

m

az


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Cauchy’s Residue theorem: 

If f(z) is analytic in a closed curve C except at a finite number of singular points within C then 
C

dzzf )(  = 

2i( Sum of the residues at the singular point within C) 

UNIT-III 

Evaluation of some of the definite integrals: 

      Many of the definite integrals can be evaluated by using cauchy’s 

 residue theorem. It may be observed that a definite integral that can be evaluated by using Cauchy’s 

residue theorem may also be evaluated by other methods namely: 

I) Integration around the unit circle 

II) Integration of the type 




dxxf )(  

III) Indenting contours having poles on real axis 

IV) Using Jordan’s Lemma 

                                            

Essay Questions: 

7. Find the kind of singularities of 
3)(

cos

az

z




 at z=0 and z=  

8.  Find the residue of the following functions at each of the poles: 



i) 
)2)(1(

34



zzz

z
    ii) 

4

21

z

e
z

 

9. The function f(z) has a double pole at z=0 with residue 2, a simple pole at z=1 with residue 2, is 

analytic at all other finite points of the plane and is bounded as |z| tends to infinity and if f(2)=5 and 

f(-1)=2 then find f(z) 

10.  Find the residue of 

14

2

z

z
at those singular points which lie in side the circle |z|=2 

11. Evaluate   
C

dz
zzz

z

)2)(1(

43




 where C is a circle |z| =3/2 

12. Find the residue of 

)4()1(

2
22

2





zz

zz
at the respective poles  

13. Show that  




2

0
cosba

d
=  




2

0
sinba

d
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22

2
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
 (a>b>0) 

14. Evaluate 






2

0
2cos21

2cos

aa

d
 (0 < a <1) by  using contour integration 

15. Evaluate 


  ))(( 2222
bxax

dx
 (a >0 , b>0 ) 

16. Using the complex variable technique evaluate 


0
6 1x

dx
 

17. Evaluate by contour integrals  on 


0
22

cos

ax

mxdx
    a >0 

18. Evaluate   


  )54(

sin
2

xx

xdx
 by contour integration 

 

19. State and prove Cauchy’s Residue theorem 

20. Use residue theorem evaluate dz
zzc


 )2(

1
2

 where C is the circle |z|=1 

15. Determine the poles of the function f(z)= 
)2()1( 2

2

 zz

z
 and residue at each pole. 

16. Find the residues of 
)( 22

az

ze
z


 at its poles. 



17.Evaluate   dz
zzz

z

c

 


)2)(1(

43
where C is the circle |z|=

2
3  

18.  a)Evaluate dzez

c

z
12

 C: |z|=1 b)Evaluate 
c

z

dz
z

e

12
 over the circular path |z|=2. 

19. Find the residue of the following at the respective poles.  
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20. Show that  





2

0
cos45
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6


 by using residues. 

 

21. Evaluate the following integrals by contour integration. 
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    (iii) 
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     (v) 
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UNIT - IV 

FOURIER SERIES AND TRANSFORMS 

 

DEFINITIONS : 

 



A function y = f(x) is said to be even,  if  f(-x) = f(x).  The graph of the even function is always symmetrical 

about the y-axis. 

 

A function y=f(x) is said to be odd,  if f(-x) = - f(x). The graph of the odd function is always symmetrical 

about the origin. 

 

For example, the function f(x) = x  in [-1,1] is even as f(-x) = xx   = f(x) and the function f(x) = x in 

[-1,1] is odd as f(-x) = -x = -f(x).  The graphs of these functions are shown below : 

 

 

           
 

             Graph of f(x) = x      Graph of f(x) = x 

 

Note that the graph of f(x) =  x  is symmetrical about the y-axis and the graph of f(x) = x is symmetrical 

about the origin. 

 

 

1. If f(x) is even and g(x) is odd, then  

 

 h(x) = f(x) x g(x) is odd 

 h(x) = f(x) x f(x) is even 

 h(x) = g(x) x g(x) is even 

 



 

For example, 

1. h(x) = x
2
 cosx is even, since both  x

2
 and cosx are even functions 

2. h(x) = xsinx is even, since x and sinx are odd functions 

3. h(x) = x
2
 sinx is odd, since x

2
 is even and sinx is odd. 

 

2. If f(x) is even, then    



a

a

a

dxxfdxxf
0

)(2)(  

 

3. If  f(x) is odd, then  



a

a

dxxf 0)(  

For example, 

 



a

a

a

xdxxdx
0

,cos2cos    as cosx is even 

and      



a

a

xdx ,0sin  as sinx is odd 

 

 

 

 

 

PERIODIC FUNCTIONS :- 

 

A periodic function has a basic shape which is repeated over and over again.  The fundamental range is 

the time (or sometimes distance) over which the basic shape is defined.  The length of the fundamental 

range is called the period. 

 

A general periodic function f(x) of period T satisfies the condition  

 



f(x+T) = f(x) 

 

Here f(x) is a real-valued function and T is a positive real number. 

 

As a consequence, it follows that 

f(x) = f(x+T) = f(x+2T) = f(x+3T) = ….. = f(x+nT) 

 

Thus, 

f(x) = f(x+nT), n=1,2,3,….. 

 

The function f(x) = sinx is periodic of period 2 since 

Sin(x+2n) = sinx,   n=1,2,3,……..    

 

The graph of the function is shown below  : 

 

 

 

Note that the graph of the function between 0 and 2 is the same as that between 2 and 4 and so on. 

It may be verified that a linear combination of periodic functions is also periodic. 

 



FOURIER SERIES 
 

A Fourier series of a periodic function  consists of a sum of sine and cosine terms.  Sines and cosines are 

the most fundamental periodic functions. 

 

The Fourier series is named after the French Mathematician and Physicist Jacques Fourier (1768 – 1830).  

Fourier series has its application in problems pertaining to Heat conduction, acoustics, etc. The subject 

matter may be divided into the following sub topics. 

 

 

 

 

 

 

 

 

 

 

 

 

FORMULA FOR FOURIER SERIES 
 

Consider a real-valued function f(x) which obeys the following conditions called Dirichlet’s conditions : 

 

1. f(x) is defined in an interval (a,a+2l), and f(x+2l) = f(x) so that f(x) is  a periodic function of period 

2l. 

2. f(x) is continuous or has only a finite number of discontinuities in the interval (a,a+2l). 

3. f(x) has no or only a finite number of maxima or minima in the interval (a,a+2l). 

 

Also, let 

 

FOURIER 

Series with 

arbitrary period 

Half-range series Complex series Harmonic Analysis 
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Then, the infinite series 
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  (4) 

is called the Fourier series of f(x) in the interval (a,a+2l).  Also, the real numbers a0,  a1, a2, ….an, and b1, 

b2 , ….bn  are called the Fourier coefficients of f(x).  The formulae (1), (2) and (3) are called Euler’s 

formulae. 

 

It can be proved that the sum of the series (4) is f(x) if f(x) is continuous at x.  Thus we have                

f(x) = 






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
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

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a 
……. (5) 

Suppose f(x) is discontinuous at x, then the sum of the series (4) would be  

 )()(
2

1   xfxf  

where f(x
+
) and f(x

-
)  are the values of f(x) immediately to the right and to the left of f(x) respectively. 

Particular Cases 

Case (i)  

Suppose a=0. Then f(x) is defined over the interval (0,2l).  Formulae (1), (2), (3) reduce to  
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       ,......2,1n   (6) 

 

Then the right-hand side of (5) is the Fourier expansion of f(x) over the interval (0,2l). 

 

If we set l=, then f(x) is defined over the interval (0,2).  Formulae (6) reduce to  

 

a0  = 
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

2

0

)(
1

dxxf  
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
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nxdxxfbn       n=1,2,…..  

 

Also, in this case, (5) becomes 

f(x) = 
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2 n

nn nxbnxa
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   (8) 

 

Case (ii)  

 

Suppose a=-l. Then f(x) is defined over the interval (-l , l).  Formulae (1), (2) (3) reduce to  

  

            n =1,2,……          (9) 
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n=1,2,……  

 

 

 

Then the right-hand side of (5) is the Fourier expansion of f(x) over the interval (-l , l). 

 

If we set l = , then f(x) is defined over the interval (-, ).  Formulae (9) reduce to 

 

a0  = 
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


dxxf )(
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           n=1,2,…..  

 

Putting l  =  in (5), we get 

   f(x) = 





1

0 sincos
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PARTIAL SUMS 
 

The Fourier series gives the exact value of the function.  It uses an infinite number of terms which is 

impossible to calculate.  However, we can find the sum through the partial sum SN  defined as follows :  
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              integral values. 
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In particular, the partial sums for N=1,2 are 
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If we draw the graphs of partial sums and compare these with the graph of the original function f(x),  it 

may be verified that SN(x) approximates f(x) for some large N. 

 

 

Some useful results : 

 

1.   The following rule called Bernoulli’s generalized rule of integration by parts is useful in  

       evaluating the Fourier coefficients. 

    .......3
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2
'

1 vuvuuvuvdx  

Here uu , ,…..  are the successive derivatives of u and  

    ,......, 121 dxvvvdxv  

We illustrate the rule, through the following examples : 
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2.    The following integrals are also useful : 
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3.    If ‘n’ is integer, then 

sin n = 0 ,       cosn = (-1)
n
 ,        sin2n = 0,         cos2n=1 

 

Examples 

 

1. Obtain the Fourier expansion of  

 

 f(x) =  x
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1
 in - < x <  

 

We have, 
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Here we use integration by parts, so that 
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Using the values of a0 , an and bn in the Fourier expansion 
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This is the required Fourier expansion of the given function. 

 

2. Obtain the Fourier expansion of f(x)=e
-ax

 in the interval (-, ).  Deduce that 
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Here, 
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Thus, 
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For  x=0, a=1, the series reduces to  
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This is the desired deduction. 

 

3. Obtain the Fourier expansion of f(x) = x
2
 over the interval (-, ).  Deduce that 
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The function f(x) is even.  Hence 
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4.   Obtain the Fourier expansion of  
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The graph of f(x) is  shown below.   

 

 

 

Here OA represents the line f(x)=x, AB represents the line 

f(x)=(2-x) and AC represents the line x=.  Note that the graph 

is symmetrical about the line AC, which in turn is parallel to y-

axis.  Hence the function f(x) is an even function. 

 

Here, 
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This is the series as required. 

 

 

5. Obtain the Fourier expansion of  
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Here,  
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Fourier series is 
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Note that the point x=0 is a point of discontinuity of f(x).  Here f(x
+
) =0, f(x

-
)=- at x=0.  Hence 
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Simplifying we get, 
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6. Obtain the Fourier series of f(x) = 1-x
2
 over the interval (-1,1). 

 

The given function is even,  as f(-x) = f(x). Also period of f(x) is 1-(-1)=2 
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Integrating by parts, we get 

 

  
1

0

32

2

)(

sin
)2(

)(

cos
)2(

sin
12 















 








 


















n

xn

n

xn
x

n

xn
xan  

 

 = 
22

1)1(4

n

n
 

 



1

1

)sin()(
1

1
dxxnxfbn      =0,  since f(x)sin(nx) is odd. 

 

The Fourier series of f(x) is 

 

 f(x) = 







1
2

1

2
)cos(

)1(4

3

2

n

n

xn
n




 

 



 

7. Obtain the Fourier expansion of  
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The period of f(x) is 3
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Also,  
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putting x=0, we get 
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NOTE  

 

Here verify the validity of Fourier expansion through partial sums by considering an example.  We recall 

that the Fourier expansion of f(x) = x
2
 over (- , ) is  
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The partial sums corresponding to N = 1,2,…..6  are
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The graphs of S1 , S2 , …S6 against the graph of f(x) = x
2
 are plotted individually and shown below : 

 

 

 

 

 

 
 

 

 

 

 

 

 

  



 

On comparison, we find that the graph of f(x) = x
2
 coincides with that of S6 (x). This verifies the validity of 

Fourier expansion for the function considered. 

 

Exercise 

Check for the validity of Fourier expansion through partial sums along with relevant graphs for other 

examples also. 

 

HALF-RANGE FOURIER SERIES 

The Fourier expansion of the periodic function f(x) of period 2l may contain both sine and cosine terms.  

Many a time it is required to obtain the Fourier expansion of f(x) in the interval (0,l) which is regarded as 

half interval.  The definition can be extended to the other half in such a manner that the function 

becomes even or odd.  This will result in cosine series or sine series only. 

Sine series : 

Suppose f(x) = (x) is given in the interval (0,l).  Then we define f(x) = -(-x) in (-l,0).  Hence 
f(x) becomes an odd function in (-l , l). The Fourier series then is 
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The series (11) is called half-range sine series over (0,l).   

 

Putting l= in (11), we obtain the half-range sine series of f(x) over (0,) given by 
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Cosine series : 

 
Let us define 

 

in (0,l)    given.....  

            in (-l,0)   …..in order to make the function even. 

 

 

 

Then the Fourier series of f(x) is given by  
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The series (12) is called half-range cosine series over (0,l) 

 

Putting l =  in (12), we get 
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Examples : 

 

1. Expand f(x) = x(-x) as half-range sine series over the interval (0,). 

 

We have, 
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Integrating by parts, we get 
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The sine series of f(x) is 
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2. Obtain the cosine series of  
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Performing integration by parts and simplifying, we get 
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Thus, the Fourier cosine series is 

f(x) = 



  ......

5

10cos

3

6cos

1

2cos2

4 222

xxx




 

 

 

3. Obtain the half-range cosine series of f(x) = c-x in 0<x<c 
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Integrating by parts and simplifying we get, 
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The cosine series is given by 
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Exercices: 

 

Obtain the Fourier series of the following functions over the specified intervals : 

 

1.  f(x) = 
4

2
x

x      over (-,  ) 

2. f(x) = 2x + 3x
2
   over (-,  ) 

 

3. f(x) = 

2

2






  x

  over (0, 2 ) 

4. f(x) = x    over (-,  ) ; Deduce that  .......
5

1

3

1
1

4


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







xx

xx

0,

0,
      over (-,  ) 

     Deduce that  

 .......
3

1

1

1

8 22

2
 

7. f(x) = 


















x

x

x

0,1

0,0

0,1

      over (-,  ) 

    Deduce that      .......
5

1

3

1
1

4


 

8. f(x) = x sinx     over 0  x  2 ; Deduce that  



 





2

2 4

3

1

1

n n
 

9. f(x)  = 






20,

02,0

xa

x
         over (-2 , 2) 

10. f(x) = x(2-x)    over (0,3) 

11. f(x) = x
2
 over (-1,1) 

12. f(x) = 







21),2(

10,

xx

xx




 

 

 

 

 

Obtain the half-range sine series of the following functions over the specified intervals : 

 

13. f(x) = cosx    over (0,) 

14. f(x) = sin
3
x  over (0,) 

15. f(x) = lx-x
2
   over (0 , l) 

 

Obtain the half-range cosine series of the following functions over the specified intervals : 

16. f(x) = x
2
   over (0,) 

17.  f(x) = xsinx      over (0,) 

18. f(x) = (x-1)
2
     over (0,1) 

19. f(x) = 














lx
l

xlk

l
xkx

2
),(

2
0,

 

 

 



FOURIER TRANSFORMS 
 

Introduction 
 
 Fourier Transform is a technique employed to solve ODE’s, PDE’s,IVP’s, BVP’s and 
Integral equations. 
The subject matter is divided into the following sub topics : 
 
 
FOURIER TRANSFORMS 
 
 
 
 
 
 
 Infinite       Sine        Cosine                       Convolution 
 Fourier        Transform       Transform                 Theorem & 
 Transform           Parseval’s  
            Identity 
 
 
Infinite Fourier Transform 

 

Let f(x) be a real valued, differentiable function that satisfies the following conditions: 
 

and interval, finiteevery in  itiesdiscontinu simple    

 ofnumber  finite aonly  haveor  ,continuous are xf derivative its and f(x) 1) 
 

 

by defined is
 f(x) of TransformFourier  infinite The  parameter. real zero-non be let  Also,    

  exists. xf integral  the2)
-



dx




 

                



 dxexfxfFf

xiˆ  

     provided the integral exists. 
 

 
   by defined is  f̂F

by  denoted f̂ of TransformFourier  inverse The  Transform.Fourier  just the
or  TransformFourier complex  called also is TransformFourier  infinite The

1- 


 

       


 
defxffF

xi



  ˆ
2

1ˆ1  

Note : The function f(x) is said to be self reciprocal with respect to Fourier transform    

           
    ff ˆif

. 



 

 

 

 

 

Basic Properties 
 

Below we prove some basic properties of Fourier Transforms: 

 

1. Linearity Property 

 

For any two functions f(x) and (x) (whose Fourier Transforms exist) and any two constants a and b, 

 

          xbFxfaFxbxafF    

 

Proof  

 

By definition, we have  

          dxexbxafxbxafF
xi 




  

   
     xbFxfaF

dxexbdxexfa
xixi



 



  






  

 

This is the desired property. 

 

In particular, if a = b = 1, we get 

          xFxfFxxfF    

Again if a= -b = 1, we get 



          xFxfFxxfF    

 

2. Change of Scale Property  

      have  wea,constant  zero-nonany for  then ,xfFf̂ If 
 

   







aa


f̂

1
xfF

 

Proof : By definition, we have  

      )1(dxeaxfaxfF
xi




  

Suppose a > 0. let us set ax = u.  Then expression (1) becomes 

     
a

du
eufaxfF

u
a

i 












 

)2(ˆ1








a
f

a



 

Suppose a < 0. If we set again ax = u, then (1) becomes 

     
a

du
eufaxfF a

u
i 













 

   dueuf
a

u
a

i 












1
 

)3(ˆ1








a
f

a



 

 Expressions (2) and (3) may be combined as  

   







a
f

a
axfF

ˆ1

        This is the desired property 

3. Shifting Properties 

For any real constant ‘a’, 

    
feaxfFi

ai ˆ)( 
 



 

    afxfeFii
iax  ˆ)(

 

Proof : (i) We have 

                                                                     dxexffxfF
xi 




 ˆ  

                                  Hence,         dxeaxfaxfF
xi




  

 Set  x-a = t.  Then dx = dt.Then, 

                                                    dtetfaxfF
ati )( 

 
 

                                                                  = 
ai

e
    dtetf

ti



 

                       = 
ai

e
  f̂  

ii) We have 

     
dxexfaf

xai 

 ˆ  

 

   dxeexf
xiiax 




  

 

  iaxiax
exfxgwheredxexg )()(,  




 

  xgF  

 

                                xfeF
iax  

This is the desired result. 

 

 

4. Modulation Property 

 



    ,ˆ fxfFIf   

       afafaxxfFthen   ˆˆ
2

1
cos,  

where ‘a’ is a real constant. 

 

Proof :  We have 

                           
2

cos
iaxiax

ee
ax


  

 

Hence 

     














 




2
cos

iaxiax
ee

xfFaxxfF

 

    
property. desired  theis This 

.propertiesshift  andlinearity  usingby ,ˆˆ
2

1
afaf  

  

 

Note : Similarly 

       afafaxxfF   ˆˆsin
2

1

 

 

Examples 

0whereef(x)function   theof TransformFourier   theFind 1.
x-a  a

 

 

    For the given function, we have 

   dxeexfF
xixa 





  





  

 




dxeedxee

xixaxixa 

0

0

 

get  we0, x  - x,-  x and   x  0  x, xfact that   theUsing 
 



   



  

 


dxeedxeexfF

xiaxxiax 

0

0

 

                              
   





  





 

dxedxe
xia

xia

0

0 
 

                              

 

 
 

  









































0

0





ia

e

ia

e
xiaxia

 

                                 












 iaia

11
 

                               









22

2

a

a
 

2. Find the Fourier Transform of the function 









ax

ax

0,

1,
f(x)

 

where ‘a’ is  a positive constant.  Hence evaluate 

 

    





d
xa

i 




cossin
)(

 

    





dii 


0

sin
)(

 

 

For the given function, we have 

       



 




dxexfxfF

xi)(  

    



  








dxexfdxexfdxexf

xi

a

xi
a

a

xi
a  )()()(  

    



  dxe

a

a

xi
 

    






asin

2  



         )1(
sin

2ˆ 








 a

fxfFThus  

  get  weformula,inversion  employingby  f̂ Inverting 
 

    






de
a

xf
xi


sin

2
2

1
 

 






 





d

xixa sincossin1

 

 




  

















d

xa
id

xa sinsincossin1

 

 

Here, the integrand in the first integral is even and the integrand in the second integral is odd.  Hence 

using the relevant properties of integral here, we get 

                

              




 





d

xa
xf

cossin
)( 1

 

       or 

            
)(

cossin
xfd

xa 








 

                                            







ax

ax

0,

,

 













d

sin
yields  this1,a 0,For x

 

Since the integrand is even, we have 








0

sin
2 d

 

    or 

20

sin 






d
 

 



Transform.Fourier  respect to with reciprocal self is 2
2x

e  f(x) that Deduce   

  constant. positive a is a''  where
2x2a-ef(x) of TransformFourier   theFind 3.





 

 

 

 

Here 

       




 dxeexfF
xixa 22

 

    
 





 dxe
xixa 22

 

    dxe
aa

i
ax
























 


2

22

42



 

    dxee a

i
ax

a 










 









2

2

2

24


 

get we,
2a

i
 -ax   t Setting



 

      
a

dt
eexfF

ta 












22

2

4


 

    dtee
a

ta 
 








0

4
22

2

2
1 

 

    function. gamma using,
1 2

2

4 
 







 ae
a

 

      







2

2

4ˆ ae
a

f
  

This is the desired Fourier Transform of f(x).  



  

  2

2
x-

2

2

2

2f̂ 

hence, ande f(x)get  we

 
2x2a-e f(x)in    

2
1aFor  


 







e

 

get we,ef(x)in      xputting Also 2
x2-

 2
2-

e)f(


  . 

Hence, )f( and  f̂  are same but for constant multiplication by 2 . 

  f̂)f(Thus 
 

reciprocal self is  e)f( that followsIt 2
2

-x

x   

 

 

ASSIGNMENT 
 

Find the Complex Fourier Transforms of the following functions : 

 

  constant positive a is a'' where
,0

,
xf (1)









ax

axx

 

 

  constants positive are b'' and a'' where

bx,0

bxa,1

ax,0

xf (2)














 

 

 








1,0

1,1
xf (3)

x

xx

 

 

 










ax

axxa

,0

,
xf (4)

22

 



constant positive a is a''   where)()5(
xa

xexf


 

  )()6(
x

exf


 

 2cos)()7( 2
xxf   

 3sin)()8( 2
xxf   

  2
f̂ of TransformFourier  inverse  theFind (9)   e  

 

FOURIER SINE TRANSFORMS 

 

Let f(x) be defined for all positive values of x.   

 

     ThusxfFor

xdxxf

s .f̂by  

 denoted is This  f(x). of Transform SineFourier   thecalled is  sin integral The

s

0






 

       dxxxfxfFs  sinf̂
0

s 


  

 

  




dxf s sinˆ2
 integral ethrough th

 defined is f̂ of Transform sineFourier  inverse The

0

s


  

  

     






dxff

Thusf

ss

s

sinˆ2
F  f(x)

.For   f(x)by  denoted is This

0

1-
s

-1
s





 

 
Properties 

 

 The following are the basic properties of Sine Transforms. 

 

(1) LINEARITY PROPERTY 

 If ‘a’ and ‘b’ are two constants, then for two functions f(x) and (x), we have 

 
          xgbFxfaFxbxafF

sss
 

 

Proof : By definition, we have 



             dxxxbxafxbxafFs  sin
0


  

   
     xbFxfaF

ss


 

This is the desired result.  In particular, we have 

           
          xFxfFxxfF

sss
 

 

   and  

           
          xFxfFxxfF sss  

 

 

(2) CHANGE OF SCALE PROPERTY 

 

        
     have  we0,afor then ,f̂xfF If

s
 

s  

   

   







aa
s


f̂

1
axfF

s

 

Proof :  We have 

 

        dxxaxf sinaxfF
0

s 


  

Setting ax = t , we get 

         













 



a

dt
t

a
tf


sinaxfF

0
s  

                 









aa
s


f̂

1

 

 

(3) MODULATION PROPERTY 

 

   
     have  we0,afor then ,ˆxfF If

s
 

s
f

 

   
       afafaxxfF sss   ˆˆcos

2

1

 



Proof :  We have 

       



0

sincoscos dxxaxxfaxxfFs   

                               



  


dxxaxaxf  sinsin

2

1
0

 

                        
     property.Linearity  usingby ,ˆˆ

2

1
afaf ss  

 

 

EXAMPLES 

 

1. Find the Fourier sine transform of 

 








ax

ax

,0

0,1
xf 

 

For the given function, we have 

      



  



a

a

dxxdxx  sin0sinf̂
0

s  

   

a
x

0

cos









 

           



 




acos1
 

 

 

 

x

e
f(x) of  transformsineFourier   theFind 2.

-ax

  

Here  

     







 

 

0
s

sin
f̂

x

dxxe
ax   

Differentiating with respect to , we get 



     







 

 

0
s

sin
f̂

x

dxxe

d

d

d

d
ax 





 

                  






0

sin dxx
x

ax
e 


 

performing differentiation under the integral sign 

                 
 


0

cos dxxx
x

e
ax

  

                  















0

22
sincos xxa

a

e
ax




 

   
22 


a

a
 

Integrating with respect to , we get 

     c
a
   1

s tanf̂  

   
  00f̂But

s
  when

 

   c=0 

     





 

a

 1
s tanf̂  

 

 

 

3. Find f(x) from the integral equation 

    

 















2,0

21,2

10,1

sinxf
0





xdx

  

Let () be defined by 



    

 













2,0

21,2

10,1







 

Given 

         



0

ˆsin 
s

fxdxxf  

     

Using this in the inversion formula, we get 

                dxx


sin
2

xf
0


   

   

     

 











dxdxdx sinsinsin

2

2

1

1

0

2

 

   












  2

1

1

0

2 0sin2sin 


dxdx
 

    xx
x

2cos2cos1
2




 

 

 

ASSIGNMENT 

 

Find the sine transforms of the following functions 

 













ax

axxa

xx

xf

,0

1,

10,

)1(  

  0,)2(  
axexf

ax
 

 








ax

axx
xf

,0

0,sin
)3(

 

given f(x)for  Solve (4)
 



 










1,0

10,1
sinxf

0 


 dxx
 

Find the inverse sine transforms of the following functions : 

  0,ˆ)5( 


a
e

f
a

s 




 

 
2

ˆ)6(  sf
 

 

 

FOURIER COSINE TRANSFORMS 

  dxxxf cos integral The   x.of  valuespositivefor  defined be f(x)Let 
0


 

     Thus . For  f̂by  denoted is and f(x) of Transform CosineFourier   thecalled is
cc

xf
 

          xdxxfxf 


 cos
2

Ff̂
0

cc 


  

 

      Thus  .or  xfby  denoted is This  .
2

 integral the

 through defined is  of Transform CosineFourier  inverse The

c
f̂

1-
cFcosˆ

c
f̂

0 











dxfc

 

         



0

1-
c cosˆ2ˆFxf 


 dxff c

 

Basic Properties 
 

The following are the basic properties of cosine transforms : 

 

(1) Linearity property 

 

          xxfxafF
have  we(x), and f(x) functions for two then constants,  twoare b'' and a'' If

c 


cc bFaFxb 
 

 

 

(2) Change of scale property 



 

 

    
   










aa




cc

cc

f̂
1

axfF

have  we0,afor  then ,f̂xfF If

 

(3) Modulation property 

    
       aaax 







ccc

cc

f̂f̂
2

1
cosxfF

have  we0,afor  then ,f̂xfF If

 

The proofs of these properties are similar to the proofs of the corresponding properties 
of Fourier Sine Transforms. 
 

Examples 

(1) Find the cosine transform of the function 

 













2,0

21,2

10,

x

xx

xx

xf

  

We have 

   

  



 











xdxxdxxxdxx

xdxxf





cos0cos2cos

cosf̂

2

2

1

1

0

0
c

 

         Integrating by parts, we get 

     


























 





















 








2

1

2

1

0

2c

cos
1

sin
2

cossin
f̂











 xx

x
xx

x  

         



 


2

12coscos2




 








0 22

-ax

ax

kx cos
 evaluate Hence  0.a ,ef(x) of  transformcosine  theFind (2)

dx
 

Here 



 

 

  


























 

22c

0

22

0
c

f̂

sincos
a

cosf̂









a

a

Thus

xxa
e

xdxe

ax

ax

 

Using the definition of inverse cosine transform, we get 

             


xd
a

x cos
a

2
f

0 22











  

 

 

or 

          






0 22

cos

2





d
a

x
e

a

ax

 

 

Changing x to k, and  to x, we get 

       a

e
dx

a

kx
ax

2x

cos
0 22







 

 

(4) Solve the integral equation 

    
   a

edxxxf


 cos
0  

Let () be defined by 

   () = e
-a

 

                       
      c

0
f̂cosGiven  


dxxxf

 

Using this in the inversion formula, we get 



     

   

 

 22

0
0 22

0

0

2

sincos
2

cos
2

cos
2

f

xa

a

xxa
xa

e

xde

xdx

a






















 

 
























 

ASSIGNMENT 

 

Find the Fourier Cosine Transforms of the following functions : 














4,0

41,4

10,4

f(x) (1)

x

xx

xx

 

  0,)2(
2

 
aexf

ax

 









ax

axx
xf

,0

0,cos
)()3(

 

0,)()4(  
axexf

ax

 

21

1
)()5(

x
xf




 

21

2cos
)()6(

x

x
xf




 

 

 

givenf(x)for  Solve)7(
 











1,0

10,1
cos)(




 dxxxf
0

 

that Show (8)
 



      
      afaf

afaf

cc

ss









ˆˆaxf(x)sin F(ii)

ˆˆaxf(x)sin F(i)

2

1
s

2

1
c

 

 

CONVOLUTION 

exist.)( and  )(such that  functions  twobe g(x) and f(x)Let 







dxxgdxxf

 

Then the integral 

                               dttgtxf



  

is called the convolution of f(x) and g(x), and is denoted by f * g.  Thus 

       dttgtxfgf 



*  

Note that f * g is a function of x 

 

Properties  
 

   
     hfgf **hg*f2.

f*gg*f1.



 

 

Convolution Theorem 
 

  )(ĝ)(f̂g*fF

Then  ly.respective g(x) and f(x) of TransformsFourier   thebe )(ĝ )and(f̂Let 






 

 

The convolution theorem may also be rewritten as 

   
     ĝ f̂Fg*f 1-

 

Parseval’s Identity 

 

A direct consequence of convolution theorem is Parseval’s identity.  The Parseval’s identities in respect 

of Fourier transforms, sine transforms and cosine transforms are as indicated below : 



 

 Fourier Transforms: 

    

       

    dxxfdfb

dxxgxfdgf
























22ˆ)(

ˆˆ (a)




 

 

Fourier Sine Transforms: 

    

       

    dxxfdfb

dxxgxfdgf

s

s
























22ˆ)(

ˆˆ (a)




 

 
Fourier  CosineTransforms: 

    

       

    dxxfdfb

dxxgxfdgf

c

c
























22ˆ)(

ˆˆ (a)




 

Examples  
 

(1) Employ convolution theorem to find the inverse Fourier Transform of  

    

  
       9

1ˆ,
4

1ˆ
94

1

22

22
















gfLet

 

We recall the result 

    

 

  





















a

e

a
F

or

a

a
eF

xa

xa

22

1

22

1




 

For a=2, 3, we get 



    
   

    )(
3

ˆ
9

1

)(
2

ˆ
4

1

3

2

1

2

2

1

xg
e

gF

xf
e

fF

x

x









































 

Convolution theorem is 

   

        

dte

dtee

dttgtxfgfgfF

ttx

ttx































32

32

1

12

1

3

1

2

1

*ˆˆ 

 

 













1,0

1,1
f(x)  given that    

 
sin

 evaluate oidentity t sParseval'Employ  2.
0 2

2

x

x

dx
x

x

 

For the given function, we have 

    

 































sin2

2

1

2

1
)1(

2

1ˆ
1

1

1

1 i

e
dxef

xi
xi

 

Parseval’s identity for Fourier Transforms is 

 



    

   

 





















































0 2

2

0 2

2

2

2

2

2

2
1

1

2

22

2

sin

get  weby x,   Replacing

even. is L.H.S. on the integrand  theas,
2

sin

sin

sin2
2

sin2

2

1
1

ˆ





























dx
x

x

d

or

d

or

d

or

ddx

or

dfdxxf

 

 

ASSIGNMENT 
 

 

  
















22

1-

2

x-

1

1
F find    to

 n theoremconvolutioemploy ,
1

1
eF Given that 1.




 

2. Use Parseval’s identity to prove the following : 

  

 

 
0,

4ax

x
(iii)

41x

dx
(ii)

1241x

dx
(i)

0
222

2
0

22

0
22






















adx

x







 

 

 







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